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INTRODUCTION

The Advanced Land Imager (ALI) has been imaging the Earth’s surface since its launch on the Earth Observer 1 (EO-1) platform in November of 2000.  As part of NASA’s New Millennium Program (NMP), it was designed for research into next-generation imaging technologies and processing techniques for Earth observing sensor systems, with the ultimate goal of producing a system that could maintain data continuity and integrity consistent with previously acquired Landsat imagery.  In one of the projects operating as part of the EO-1 Science Validation Team, researchers at South Dakota State University (SDSU) and EROS Data Center (EDC) developed and implemented a prototype processing system capable of performing radiometric characterization and limited calibration of ALI image data.   At the same time, a prototype system for geometric characterization and calibration was also developed and implemented at EDC; a detailed discussion of this system is beyond the scope of this report.  As will be discussed later, characterization data generated from the radiometric processing system was saved to a database system available for use in offline trending analyses.

This final report summarizes the characterization efforts of the SDSU team.  Results of an update to the lifetime characterization with data processed prior to the end of the project are presented.  Finally, there is a brief discussion of the experience gained from this project and its potential application to the upcoming ALIAS project.

THE RADIOMETRIC PROCESSING SYSTEM (RPS)

The Radiometric Processing System (Figure 1) was developed and implemented for the purpose of extracting and storing radiometric calibration data from ALI imagery.  The concept behind the RPS was based in part on the Landsat 7 Image Assessment System (IAS).  Like the IAS, the RPS was built as a script-driven application composed of modules written in C that perform various data extraction and storage functions.  Maximum control of processing flow is achieved through setting the appropriate parameters in the script.  Expansion of processing capability is simplified by the modular design; once the desired processing function is built, it can be integrated into the application and called from the script once the appropriate parameters are provided.

Two versions of the RPS system were built.  A ‘production’ system with its source code placed under CVS version control was located at EDC, and was initially hosted on a dual-processor DELL server.  A parallel, ‘development’ system was located at SDSU and hosted on a dual-processor DELL server that was configured similarly to the original EDC production server.  Both versions were built to run under RedHat Linux 6.2 or greater; however, with appropriate adjustment of the build process the system should be able to run on any platform.
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	Figure 1.  RPS Block Diagram


As the RPS was initially conceived, characterization of pre- and post-calibration image data would be possible.  In the final implementation, characterization data was extracted from Level 0 (‘raw’) image and calibration data only.  Each characterization routine extracts the following information on a band-specific, SCA-specific, detector-specific basis:

1. ‘pre-cal’ and ‘dark’ bias estimates with associated 1σ standard deviations, along with the number of pixels of bias data;
2. histogram statistics consisting of min/max DN values, number of pixels of scene data, mean DN value and associated 1σ standard deviation;
3. mean DN value and 1σ standard deviation due to response from the calibration lamps, along with the number of pixels of lamp data;
4. relative gain and 1σ standard deviation based on the response to the calibration lamps;
5. saturation ‘artifacts’.
A module to perform coherent noise analysis was implemented as a prototype, but was not incorporated into the final system.

Radiometric calibration was implemented as a single module designed to utilize supplied calibration coefficients for DN-to-radiance conversion (generating a Level-1R equivalent product) or relative detector gain adjustment.   Although a framework for utilizing calibration coefficients derived from solar, lunar, and vicarious sources was built into the system, it was not developed.

All characterization modules were implemented with the capability of storing data in external MySQL (http://www.mysql.com) databases.  MySQL was chosen because it was thought to be well suited to handle the anticipated data volume, and it was freely available for non-commercial applications.

Each trending database populated by the RPS was created with the following tables:

1. ‘scenes’, which contains scene-specific information such as the scene ID string; database ID number; WRS path/row information; ‘housekeeping’ data such as frame rate, integration time, and mean focal plane temperature; date of acquisition; and date of most recent processing.

2. ‘temperature_data’, which contains the focal plane temperatures and their corresponding time stamps measured during a given Data Collection Event (DCE).  Approximately 38 to 39 focal plane temperature measurements were acquired during a scene collect.

3. ‘rad_lampstate_det’, which contains the ‘pre-cal’ and ‘dark’ bias statistics, as well as the estimated response to the calibration lamps.

4. ‘rad_hist_det’, which contains the histogram statistics extracted from the scene data.

5. ‘rad_gain_det’, which contains relative gain estimates based on response to the calibration lamps.  Due to difficulties with uneven lamp illumination across the focal plane array (the first 20 detectors or so are essentially in shadow), these estimates were not used.   The capability exists for trending gain estimates from other sources (i.e. histograms) to this table.  .

6. ‘rad_artifact_det’, which contains information on saturated detectors.  The capability exists for trending coherent noise and other artifacts to this table. 

Additional tables were created for the database but not populated.  These tables were intended to trend band-averaged gain, histogram statistics, and bias/calibration lamp data.

POPULATION OF TRENDING DATABASES

Over 5000 scenes were processed with the RPS during the course of this project.  Bias, calibration lamp, and detector histogram statistics were extracted from each scene and stored in 12 trending databases.  For reasons to be considered later in this section, each database was limited to data extracted from approximately 500 scenes.  The first database contains all data except bias and calibration lamp data extracted from 463 scenes; all trended data exists in an earlier copy of this database that contains 343 scenes.  Because of interruptions in processing due to loss of remote access to the production server, the ninth database contains data extracted from 402 scenes, and the last database contains data extracted from only 258 scenes.

Table 1 provides a summary of the number of scenes processed into each database.  This number is a ‘final’ count after scenes with incomplete data sets were deleted (this issue will be considered in the next section of this report).  In addition to the number of processed scenes, approximate date ranges for these scenes are also given.

Table I:  RPS Database Population Summary

	Database #
	Time Period
	‘Net’ Number of Scenes Processed

	1
	02/15/2001 07/19/2001
	343

(bias/cal lamp data included)

	2
	03/07/2001 03/05/2002
	501

	3
	03/06/2002 05/09/2002
	487

	4
	05/10/2002 07/03/2002
	485

	5
	07/04/2002 10/02/2002
	504

	6
	09/29/2002 11/17/2002
	511

	7
	11/19/2002 12/25/2002
	502

	8
	12/26/2002 02/02/2003
	496

	9
	02/03/2003 02/28/2003
	402 



	
	
	

	10
	05/20/2003 06/24/2003
	508

	11
	06/25/2003 08/01/2003
	501

	12
	08/02/2003 08/26/2003
	258

	TOTAL
	
	5,498


Reason for Limiting Databases to 500 Scenes

In order to optimize subsequent data queries, indexing was initially incorporated into the histogram and lamp data tables in the first database as it was being populated.  Unfortunately, the size of the index file associated with the bias/lamp data table ultimately exceeded size limits imposed by the operating system, resulting in its corruption and causing a complete loss of access to this data.   To avoid this difficulty in the future, subsequent databases were populated with approximately 500 scenes, and table indexing was not incorporated into the database until it was ‘fully’ populated.  Under this arrangement, index file sizes generally remained less than 1 GB in size.

DATA MANAGEMENT

‘Partial’ Writes of Extracted Data to Databases

Along with the database size and table indexing issue discussed in the previous section, an additional data management issue was discovered during the course of this project.  It was (naively) assumed that all trending data extracted from a processed scene would be written to the database.  Offline analysis code was written under the assumption that the total number of ‘records’ of extracted data was an integer multiple of the number of detectors (320 for the multi-spectral bands, and 960 for the panchromatic band).  Occasional difficulties running the analysis code indicated that  ‘complete’ writes of trending data to the database did not always occur (‘complete’ referring to data present for all detectors in a given band, SCA and/or lamp state); errors were observed with both the calibration lamp data and the histogram statistics data.  In many cases, processing was interrupted at a point after the general scene information was added to the ‘scenes’ table, but before complete processing of all SCA’s had occurred; in other cases, processing appeared to finish without error.  In the cases where processing finished ‘normally’, there did not appear to be an easily discernible pattern to the ‘skipped’ writes.  The skips ranged from one band in one SCA missing data from only one detector, to complete data writes occurring for all detectors in all bands of SCA 1 but not for one or more bands in the other SCA’s.  Possible explanations for this situation are currently unknown.   It may be a timing issue related to the way MySQL performs its database writes and how that interacts with the timing of the rest of the processing code.

Based on this experience, it became necessary to run checks on the fully populated databases prior to indexing the histogram and lamp data tables and running the queries that extracted their data.  As a first check, the total number of records for a particular combination of band and SCA found in the histogram statistics table was obtained; the number of scenes of data was estimated as the ratio of the record count to the number of detectors.  If the record count was not an integer multiple of the number of detectors, a more thorough search of the histogram statistics table was instituted to find the scene identification number(s), SCA(s) and band(s) that contained incomplete data; data from these scenes were then deleted from all tables in the database.  In the case of multiple bands across more than one SCA, scenes were deleted so that the amount of data in all SCA’s was consistent with the amount in the most affected band.  As a ‘worst-case’ example, the last database was found to have 12 scenes affected with incomplete data writes in SCA’s 2, 3, and 4.  Even with this level of checking and data management, however, some scenes in the lamp data table were still discovered during the offline analyses to have incomplete writes.  In these cases, analysis code was modified to exclude those data.

It is not feasible to have an analyst constantly monitor the processing system to make certain that extracted data is being completely recorded in the database.  Although suited for the scale of this project, MySQL may not have been the best choice of database system to use from this standpoint.  With the increased data volume expected for both the ALIAS and future LDCM projects, ORACLE would seem to be a better choice.  It might be very beneficial to review, if possible, its performance in the Landsat 7 IAS with respect to complete database writes. 

UPDATED LIFETIME RESULTS     

This section of the report presents updates to the lifetime radiometric characterization of the ALI performed by the SDSU team.  Examples are presented that demonstrate bias stability and calibration lamp/SNR stability.  Tentative results are also presented for a destriping algorithm based on time-averaged histogram statistics that might be of potential use in the upcoming ALIAS/LDCM project.

Lifetime Bias Trends

To the present time, the ALI appears to be displaying excellent bias stability in the VNIR bands.  This stability can be seen both in a comparison of mean pre-cal vs. dark levels as well as through observation of overall trends.  Several bands appear to be displaying a single, relatively constant bias level, as seen in the SCA 2 band 2 plots of Figures 2(a) and (b).
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	Figure 2(a).   Lifetime Pre-cal Bias, SCA 2, Band 2
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	Figure 2(b).   Lifetime Dark Bias, SCA 2 Band 2


Some bands show the existence of two or more relatively constant bias ‘states’, as can be seen in the SCA 3, band 4p plots of Figures 3(a) and (b). Four bias states were observed in this band.
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	Figure 3(a).  Lifetime Pre-cal Bias, SCA 3, Band 4p
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	Figure 3(b).  Lifetime Dark Bias, SCA 3, Band 4p


Bias stability in the SWIR bands, however, is less evident.  A good example of this trend can be seen in the SCA 1 band 5p plots of Figures 4(a) and (b).  Overall, the trend appears to be increasing throughout much of the lifetime, with some apparent leveling off beginning in mid 2003.  Indications of uncorrected focal plane contamination are also evident in these plots, particularly from mid 2002 onwards.
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	Figure 4(a).  Lifetime Pre-cal Bias, SCA 1, Band 5p
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	Figure 4(b).  Lifetime Dark Bias, SCA 1, Band 5p


Similar trends were observed in band 5p of SCA’s 2 and 4.  SCA 3, interestingly, displayed a multi-state trend, as shown in Figures 5(a) and (b).  In this case, no indications of contamination effects were observed.  However, the states appeared to be more time varying than was typically observed in the VNIR bands exhibiting multiple states.
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	Figure 5(a).  Lifetime Pre-cal Bias, SCA 3, Band 5p
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	Figure 5(b).  Lifetime Dark Bias, SCA 3, Band 5p


Table II shows the mean pre-cal and dark bias values for each of the bands plotted in Figures 2-5, and for band 7 of SCA 4, which is not shown.  In these examples, dark bias levels tended to be slightly higher than the corresponding pre-cal levels.  However, the maximum difference between mean pre-cal and dark bias levels was less than 1% in magnitude.  In general, pre-cal and dark bias levels are equivalent.

Table II:  Lifetime Mean Pre-cal and Dark Bias Estimates For Selected Bands

	SCA/Band
	Mean Pre-Cal (DN)
	Mean Dark (DN)
	% Difference

	SCA 1, band 5p
	603.59 +- 35.70
	608.26 +- 36.51
	-0.77

	SCA 2, band 2
	305.01 +- 0.46
	305.06  +- 0.47
	< -0.01

	SCA 3, band 4p
	306.35 +- 5.93
	306.43 +- 5.90
	< -0.01

	SCA 3, band 5p
	251.80 +- 6.05
	251.90 +- 6.02
	-0.04

	SCA 4, band 7 (not shown)
	565.46 +- 17.64 
	566.24 +- 17.77 
	-0.14


Calibration Lamp Response/SNR Stability

Lamp Response Stability 
In a previous report, the lifetime lamp stability was evaluated for bands 1p – 3 in SCA 1 and bands 4 – 7 in SCA 4.  It was shown that for the analysis period ending in February 2003 (using trended data from the first nine RPS databases), the lifetime decrease in lamp response was less than 0.3 DN/year for bands 1p – 2, approximately 6 DN/year for band 3, approximately 31 DN/year for band 4, and approximately 32 DN/year for band 4p.  Bands 5p, 5, and 7 showed lifetime increases in lamp response; the change in lamp response was less than 0.15 DN/year in band 5p, and approximately 0.5 DN/year in band 5.  Band 7 showed the largest increase in response, exhibiting a lifetime change of over 7 DN/year.

Figures 6(a)-(i) show updated lifetime lamp stability plots with trended data from all RPS databases, extending the analysis period through late August 2003; as with the previous analysis, only the results for lamp state 1 (all lamps on) are presented.  The vertical bars represent one sigma error bars. Table II compares the mean lifetime response estimated from the previous analysis period to the corresponding response estimated for the current analysis period.
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	Figure 6(a).  Lifetime Lamp Response, SCA 1, Band 1p
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	Figure 6(b).  Lifetime Lamp Response, SCA 1, Band 1
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	Figure 5(c).  Lifetime Lamp Response, SCA 1, Band 2
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	Figure 6(d).  Lifetime Lamp Response, SCA 1, Band 3


	[image: image14.jpg]Average DN across all Detectors

2600

2400

2200

2000

1800 -

1600 -

1400 -

Average DN for SCA 4, BAND MS-4, LS 1

2001

i
2001.5

I
2002

i
20025
Time in years

i
2003.5

i
2004





	Figure 6(e).  Lifetime Lamp Response, SCA 4, Band 4
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	Figure 6(f).  Lifetime Lamp Response, SCA 4, Band 4p
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	Figure 6(g).  Lifetime Lamp Response, SCA 4, Band 5p
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	Figure 6(h).  Lifetime Lamp Response, SCA 4, Band 5
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	Figure 6(i).  Lifetime Lamp Response, SCA 4, Band 7


Table II:  Mean Lifetime Lamp Response for Selected Bands

	Band
	Mean DN Value 

(Pd. Ending Feb. 2003)
	Mean DN Value

(Pd Ending Aug. 2003)
	% Difference

	SCA 1, Band 1p
	42.49
	42.45
	-0.094

	SCA 1, Band 1
	68.37
	68.30
	-0.102

	SCA 1, Band 2
	242.72
	242.57
	-0.062

	SCA 1, Band 3
	684.26
	682.27
	-0.291

	SCA 4, Band 4
	1826.82
	1823.21
	-0.198

	SCA 4, Band 4p
	1951.14
	1947.30
	-0.197

	SCA 4, Band 5p
	512.83
	512.95
	0.024

	SCA 4, Band 5
	1389.89
	1387.63
	-0.163

	SCA 4, Band 7
	1815.65
	1816.00
	0.019


From the previous analysis, the response trend appeared to be linear in bands 2 and 3 of SCA 1.   As can be observed in Figures 6(c)-(d), the response seems to have leveled off during 2003, presenting more of an exponential-like decrease.  In SCA 4, bands 4 and 4p show a similar leveling off in response during 2003.  Band 5 appears to show a slight decrease, while bands 5p and 7 continue to show a slight increase during 2003.  Given the overall signal levels, these changes are very small, indicating that the lamp response in general is remaining very stable; in all cases, the mean value has changed less than 0.5% between analysis periods.

SNR Stability

Figures 7(a)-(i) show updated lifetime SNR stability plots with trended data from all RPS databases, extending the analysis period through late August 2003.   As with the previous analysis, only the results for lamp state 1 (all lamps on) are presented.  
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	Figure 7(a).  Lifetime SNR Response, SCA 1, Band 1p


	[image: image20.jpg]Average SNR across all Detectors

120

110

100

90+

80~

70+

60

Average SNR for SCA 1, BAND MS-1, LS 1

mean SNR= = 85.8985

i,

2001

Il i il Il
20015 2002 20025 2003
Time in years

i
2003.5

i
2004





	Figure 7(b).  Lifetime SNR Response, SCA 1, Band 1


	[image: image21.jpg]Average SNR for SCA 1, BAND MS-2, LS 1
380

mean SNR | 2824718

360

w

&

=)
T

W

=3

S
T

N

@

=
T

LS gt

N

3]

=]
T

Average SNR across all Detectors
N
N
(=]

N

IN]

=]
T

200} |- A S S S il b

180 i I i i i i
2001 2001.5 2002 2002.5 2003 2003.5 2004

Time in years






	Figure 7(c).  Lifetime SNR Response, SCA 1, Band 2
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	Figure 7(d).  Lifetime SNR Response, SCA 1, Band 3
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	Figure 7(e).  Lifetime SNR Response, SCA 4, Band 4
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	Figure 7(f).  Lifetime SNR Response, SCA 4, Band 4p
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	Figure 7(g).  Lifetime SNR Response, SCA 4, Band 5p
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	Figure 7(h).  Lifetime SNR Response, SCA 4, Band 5
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	Figure 7(i).  Lifetime SNR Response, SCA 4, Band 7


In general, the shorter wavelength VNIR bands in SCA 1 demonstrate good SNR stability, even though the lifetime trends suggest two ‘states’.  SNR appears to be initially decreasing in bands 4 and 4p, but then seems to level off beginning in 2003.  The SWIR bands in SCA 4 tend to show less overall SNR stability; following what appears to be a significant decrease through 2002, there is an increase in SNR beginning in 2003.  However, uncorrected contamination effects, particularly evident in bands 5p and 7 (as much as 40 DN in band 5p, and as much as 100 DN in band 7) might very well distort the ‘true’ trend. 
Table II compares the mean lifetime SNR estimated from the previous analysis period to the SNR estimated for the current analysis period.  With the exception of band 7, mean SNR changed less than 0.2% during the current analysis period.  Mean SNR for band 7 changed approximately 1.1%.

Table IV:  Mean Lifetime SNR Response for Selected Bands

	Band
	Mean SNR Value 

(Pd. Ending Feb. 2003)
	Mean SNR Value

(Pd. Ending Aug. 2003)
	% Difference

	SCA 1, Band 1p
	47.18
	47.17
	-0.021

	SCA 1, Band 1
	86.06
	85.90
	-0.002

	SCA 1, Band 2
	282.78
	282.47
	-0.110

	SCA 1, Band 3
	607.83
	607.96
	0.021

	SCA 4, Band 4
	813.37
	812.73
	-0.079

	SCA 4, Band 4p
	799.83
	798.99
	-0.105

	SCA 4, Band 5p*
	642.58
	--
	--

	SCA 4, Band 5
	1115.01
	1113.28
	-0.155

	SCA 4, Band 7
	949.50
	939.19
	-1.09


* Outlier SNR values have skewed the mean estimate
 ‘Cumulative’ Histogram Equalization Algorithm

Introduction

Level 0 ALI imagery can exhibit significant differences in detector response, as shown in Figures 8(a) and (b). This scene and corresponding 4x zoom of a road intersection feature (delineated by the red box in Figure 8a) were extracted from the SCA 3, band 1p image of the Brookings, SD area acquired September 5, 2001.  In addition to significant detector striping, variations in overall brightness level measured across the detector array are evident.

Techniques using histogram equalization based on individual scene statistics have been successfully used for relative gain correction of Landsat TM/ETM+ image data.  Such techniques can be employed for these sensors because their whiskbroom scanning design allows one to assume that all detectors ‘see’, in a statistical sense, equal radiance levels across the scene.  With the pushbroom design of the ALI, unfortunately, the assumption that the detectors see statistically equal radiance levels cannot be made.  However, one might be able to apply histogram equalization to ALI relative gain correction if the detector statistics are derived from a cumulative ‘average’ over hundreds or thousands of scenes, rather than an individual scene.  As part of the radiometric characterization work in this project, the SDSU team is investigating the feasibility of this approach.
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	Figure 8(a).  SCA 3, Band 1p Image Extract, Brookings, SD Area (acquired 09/05/2001)
	Figure (8b).  4x Zoom of Road Intersection Feature


Proposed Technique

To review, histogram equalization is a well-established technique for performing relative gain correction.  Typical implementations of the technique are based on an assumption that the correction for a given detector i can be modeled as a linear function of the estimated detector mean and standard deviation derived from an individual scene:
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A typical estimate for the reference statistics is the band average of the detector statistics.  Although the statistics from any detector can be used as a reference, band averaged quantities tend to be less sensitive to an individual detector’s change in response over time.

The technique developed at SDSU involves histogram equalization correction using hundreds (or thousands) of scenes.  The detector statistics are averaged values derived from the RPS databases, either from an individual database’s data or through averaging over all databases as a ‘running’ average.  The reference statistics are calculated as simple averages of the detector statistics. DNi refers to bias-corrected Level 0 image data.  A slightly modified version of (1) applied with some success by SDSU to Landsat TM relative gain correction was considered for this project.  In this version, only the ratio of standard deviations is considered, which simplifies to
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where DNi again refers to bias-corrected Level 0 data. 

The relative gain corrected image is then converted to scaled radiance values (units of mW/[cm2 sr μm]) by the transformation
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where DNnewi is calculated according to (1), and  <a> and <b> are the band-averaged response and offset coefficients derived from MIT’s pre-launch measurements.  This was done in order to provide a common basis for comparing the degree of residual striping present in the SDSU-corrected and MIT/LL pipeline products.  The point of comparison is a metric defined as the ratio of the band-averaged Fourier transform magnitudes, at the Nyquist frequency, in the cross-track and along-track directions:
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Results—Individual Database

For an example, the proposed algorithm was applied to all bands of the SCA 3 image of the Brookings area shown in Figure 7(a).  Here, the histogram equalization was based on the statistics from the first RPS database (343 scenes acquired during 2001).  Figures 8(a-d) show the visual results as applied to band 1p.  Table V gives the estimated striping ratios from the cumulative histogram corrected and pipeline-processed L1R scenes; estimates for band 3 are not included due to uncorrected ‘leaky detector’ effects.  Striping ratio estimates for the SDSU-corrected scene showing differences of greater than 10% relative to the corresponding MIT/LL estimates have been bolded for emphasis.
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	Figure 8(a). SCA 3 Band 1p Image, SDSU-corrected
	Figure 8(b). 4x Zoom
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	Figure 8(c) SCA 3, Band 1p Image, MIT/LL L1R
	Figure 8(d) 4x Zoom, MIT/LL L1R


Table V:  Striping Ratio Estimates by Band, SCA 3, Brookings 09/05/2001 Image

	BAND
	SDSU-corrected L1R
	MIT/LL L1R

	1p
	5.16
	3.44

	1
	6.97
	5.89

	2
	5.44
	5.16

	4
	5.17
	5.98

	4p
	4.62
	4.82

	5p
	3.44
	2.95

	5
	4.55
	4.50

	7
	51.68
	6.89


Visually, while the SDSU-corrected band 1p image demonstrates significant striping reduction relative to the corresponding Level 0 data. However, significant striping is still evident among the detectors at either end of the array, particularly in the zoomed area of Figures 8(b) and (d).  Although not shown, band 7 exhibits obvious residual striping, as shown by the extreme striping ratio estimate. It is currently believed that this is somehow related to the low overall signal level in this band limiting the dynamic range of the detector response and thus preventing a good overall estimate of relative gain.  However, additional investigation is required to verify this belief.  The overall brightness level appears to be improved relative to the Level 0 data; however, the higher-numbered detectors appear to have over-corrected to lower DN values.  Some residual striping is also present in the L1R pipeline product, although not to the degree present in the SDSU-corrected product.  Overall, for this SCA, at the NIR and shorter SWIR wavelengths, cumulative histogram equalization appears to remove striping as well as, or better than, the L1R pipeline processing.  It should be noted, however, that striping is not as significant a problem in these bands as it is in bands 1p, 1, 2, and 7.


The example shown above is illustrative of the performance of the cumulative histogram algorithm on most scenes.  While it does provide significantly equalized detector responses, further refinement is necessary.  Performance in bands where detector responsivity differences are small is good to excellent.  Performance in bands where differences in detector responsivity are large is somewhat marginal.  In these bands it will be necessary to estimate relative detector responsivity by constraining the estimate using data sets from the database that provide the appropriate information about the detectors.  For example, it is clear that the databases are largely populated with scenes of low radiance levels for Band 7.  Thus, to provide good overall estimates of Band 7 relative gains, it will be necessary to obtain scenes from the databases that equally cover the entire dynamic range.  Further refinement of this methodology is already in progress as part of the ALI Image Assessment System (ALIAS) project.

CONCLUSIONS

As shown in other analyses and demonstrated by the results of the updated lifetime characterization presented in this report, the ALI continues to exhibit excellent radiometric stability after almost two and a half years of operation.  During its operating lifetime, bias appears to be remaining very stable, as is the response to the calibration lamps and SNR.  A proposed ‘cumulative’ histogram equalization technique appears to show initial promise for the multispectral bands at providing effective relative gain correction where striping is minimal, particularly in the longer VNIR wavelengths.   The addition of a calculated striping ratio metric to the algorithm should allow more flexibility in an automated process in evaluating when the correction is actually required.
Based on the experiences gained with this project, more consideration needs to be given to database management as it relates to the upcoming ALIAS and LDCM projects.  The issue of general database management is related to the experience level of the operators/analysts overseeing the database system, and can be addressed with sufficient training in accepted database management principles and techniques (specifically tailored, obviously, to the database system). The issue of ensuring complete database writes is related to the choice of database system.  In particular, ALIAS (and LDCM) should incorporate, at regular intervals, checks to guarantee complete writes if the database system does not automatically account for this.  A policy for handling scenes where incomplete data writes are discovered should also be developed.  This should be as automated a process as possible; however, some information should be sent to an analyst/system operator when it is detected.  If such checks are implemented, it should help to simplify the task of performing a more complete characterization analysis of the ALI or a future LDCM sensor.
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