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PART 10.
LESSONS LEARNED

1.
MANAGEMENT

1.1
When compared to a small science mission, Technology Validation missions are inherently RISKY because of the following factors:
· Maturing the technologies

· Architectural risks

· Developing the technologies

· Flight-validating the technologies

· Infusing the technologies. 
1.2
Mitigating these high risks requires:

· Greater reserves of time and money 

· More capable people through out the Project

· Robust Risk Management from the beginning

· Strong System Engineering. This is ABSOLUTELY ESSENTIAL in orchestrating a successful Technology Validation mission

· Ready and repeated routine access to the best engineering talent is required – have a “deep bench” of engineering talent.

1.3
Technology Validation missions are not important in themselves; they achieve their importance in the new missions that they enable. 
1.4
Enabling future science missions is the primary function of any Technology Validation mission within NASA.

1.5
To justify the cost, OMB expects infusion to be direct and obvious.

1.6
Effective infusion is still a stumbling block for the NASA technology effort 
· Flight projects want to be independent and do not like dependencies with technology providers in other projects

· NASA HQ can encourage infusion, but probably cannot enforce it

· Center management can also encourage infusion, but is not inclined to push too hard

· It probably falls to Programs to manage technology infusion.

1.7
How can the cost of Technology Validation missions be justified? Based on what was learned, the following factors are considered to be highly relevant: 
· Infusion must become more sophisticated than “Build it and they will use it”

· Infusing into a single large mission will rarely save enough money to pay for the Technology Validation mission

· Infusing into multiple missions works best at the box level

· Hence, the New Millennium Program (NMP) is being transformed into a multi-mission Box Program.
1.8
In the end, technology validation missions are justified because they are programmatically necessary and not because they are cost effective.

1.9
Mission requirements must be traceable to Validation Plans that need to be completed early in the definition phase and strong science input is essential in drafting good plans.

1.10
It is essential to have an experienced engineer serve as the Mission Technologist who will develop and maintain the Validation Plans. In addition, the Mission Technologist is needed to manage development of the technologies, take ownership of the mission after on-orbit checkout, supervise the implementation of Validation Plans, develop technology transfer documents, and organize and implement technology infusion.

1.11
“Light touch” management does not work for an NMP mission. Due to the technical complexity of an NMP mission, in-depth, experienced staffing is needed from the outset.

1.12
An “insight” not “oversight” management style is required across the entire management structure.

1.13
Be prepared to assist and supplement a contractor’s work force.

1.14
Techniques to keep the required budgetary reserve manageable are as follows: 

· Optimize “category” architecture to minimize programmatic risk

· Maintain a robust, nimble schedule to preserve programmatic flexibility

· Establish a design-to-cost strategy from the outset

· Utilize fixed price contracting for SOTA elements

· Establish incentives for Technology contracts keyed to schedule

· Quickly off-load a technology if it does not meet maturity milestones.

1.15
Who should implement a Technology Validation mission?  This question arose as a consequence of conducting the EO-1 program.

1.16
The above question in turn produces an organizational dilemma:

· The technical difficulty argues for implementation from a single office with all of the requisite skills and experience 

· The infusion issue argues for implementing validation missions within the program offices they most benefit – but they may lack the necessary “deep bench” of engineering talent.

1.17
GSFC is considering a process that implements from a single office but conducts the flight validation within the appropriate program office.

1.18
Technology Validation missions are prone to get into trouble due to their higher risk and complexity

· A “deep bench” of engineering expertise is required to solve the problems and move on

· Without this engineering expertise, the mission may stall out and be cancelled. 

1.19
Large science missions that are critically dependent on new technologies will include their own flight validation mission in their planning.

1.20
Small science missions are not generally good infusion targets for new technologies because of strict cost caps and modest reserves.

1.21
In the right situation and in the right hands, Technology Validation missions can be affordably successful and very valuable to one or more future science missions.

1.22 Most Technology Validation will be associated with large science missions that are critically dependent on revolutionary, un-validated technologies to achieve their desired performance.
1.23 Build an organization with high degree of flexibility that can accommodate inevitable changes in requirements.

1.24
Perform reliability assessment using FMEA (Failure Mechanisms and Effects Analysis) and fault trees.

2.
INSTRUMENT TECHNOLOGY
2.1
As a cost reduction measure, a decision was made to build all Advanced Land Imager (ALI) electronics assemblies without Engineering Development Units (EDU). As a consequence, this approach delayed problem discovery that made correction more difficult and made the net cost more, not less, expensive. The lesson is that EDU’s serve a useful purpose and should not be skipped.

2.2
The mandated 10% reserve proved inadequate for flight-validation of new technologies. Adequate reserves should be provided, commensurate with the technology readiness, to resolve unanticipated problems and to pursue back-up options. An amount of the order of 30% of the initial cost estimate seems reasonable.

2.3
During the thermal-vacuum tests of the fully assembled ALI, it was determined that a contaminating substance was condensing on the cold surface of the spectral filters. To avoid on-orbit focal plane contamination problems, be sure to conduct a carefully controlled bake-out program for telescope and focal plane components prior to assembly.

2.4
Two ALI detectors, out of a total of 15,360, coupled their signal to the neighboring detectors creating streaks in the images. Special algorithms had to be developed and used in data processing to eliminate the effect. To avoid problems caused by leaky pixels, careful attention must be given to quality control screening of Sensor Chip Assembly (SCA) production units.

2.5
To minimize stray light scattering effects caused by telescope structural components, make certain that all optical surfaces do not exceed roughness specifications and give appropriate attention to the selection of painting material and placement of baffles.

2.6
Employ one of several know suitable remedies to eliminate edge effect “ghosting” in SWIR bands, for high contrast images, that can be produced by small spatial discontinuities between VNIR and SWIR filters.

2.7
For solar calibration aperture cover mechanisms, employ a more simplistic single aperture design or ensure component interface integrity with a fail-safe design (e.g. reverse pitch threads would have made the connecting screw self-tightning).

2.8
Tight spacecraft bus attitude control must be maintained to ensure inherent band-to-band co-registration within 0.1 pixels for most terrain. For rapidly varying terrain, a precision Digital Element Model (DEM) is required to generate accurately re-sampled products.

2.9
During ALI instrument calibration under thermal-vacuum, it appeared that the focus of the instrument had shifted. But it was determined that the focus shift was due to the chamber window refractive index distortion due to a radial temperature gradient. A technique was developed to eliminate this effect. In conclusion, it is important to understand all the optical effects of thermal-vacuum chamber windows and address them in the test plan and test procedures.

2.10
The first images from space showed that ALI and Hyperion were not co-aligned. Review of the pre-launch alignment measurements for each instrument, relative to the spacecraft, did show that the two instruments were in fact misaligned. However, there was not a specification or process in place to ensure the co-alignment between the two instruments. Therefore, it is vital that such critical performance issues be included in a system level check list.
2.11
The brightness of the ALI reference lamps changed on-orbit (increased). Investigation revealed that the filaments of gas-filled lamps run hotter in zero-G because of the absence of gas convection. So, while gas-filled lamps are very useful for checking day-to-day repeatability, they should not be used as a radiometric transfer standard.

2.12
The use of reference lamps was in the ALI plan from the beginning, but design requirements were not given to the mechanical designer early on. Eventually the lamps were incorporated in the telescope after substantial design effort. Therefore, it is important to include all subsystems in the early planning.

2.13
After launch, ALI Level 0 data formats changed several times. For each such change, the Calibration Pipeline that produced the Level 1 data had to be changed. To maximize efficiency, the Interface Control Document (ICD) regarding Level 0 processing and the Calibration Pipeline should be completed and frozen before launch. 

2.14
The ALI schedule remained very tight even when it became clear that other parts of the program were slipping. Some opportunities to avoid overtime and do a more thorough instrument calibration were missed. Therefore, the potential benefits produced by relaxing a schedule relaxation should be carefully weighed against the additional cost of keeping a larger team on-board for a longer time.

2.15
Insist on thorough documentation of all vendor (subcontractor) tests.
2.16 Document the “as-built” characteristics (e.g., dimensions) of each part.  For example, the slit widths of the screen used for the ALI solar calibration were checked for conformity to the specification and passed. However, in interpreting the results of the on-orbit solar calibration, exact knowledge of the “as-built” dimensions became necessary.

2.17
Provide a complete photo documentation of the instrument prior to delivery, with close-ups of all critical items.  After the ALI thermal-vacuum test at GSFC, it was noticed that one of the High Output Paraffin Actuator (HOPA) was partially retracted. The question arose as to when this happened. Examination of pre-delivery photos showed that the condition existed prior to the GSFC testing so the HOPA was in good health. 

2.18
Comparison of several independent calibration techniques proved to be extremely valuable both in ground and on-orbit measurements.

2.19
Lincoln Laboratory demonstrated that calibration of each detector of a large focal plane is a manageable job but requires thorough preparation of test plans, test instrumentation and associated software to process the resulting large volume of data.
2.20
An effective Risk Management system can be a key for conducting a successful program. 

Such a system was newly developed for the Hyperion program and is credited as being a key factor in the successful delivery of the Hyperion instrument. 

2.21
Innovative approaches to acceptance test programs can significantly reduce the testing schedule. The Hyperion program was successful in combining the thermal vacuum cycling and calibration activities and thereby shortened the schedule from 4 weeks to 2 weeks.

2.22
Do not employ plastic “tents” for test articles inside a thermal vacuum chamber because a local environment can be created that traps moisture and other contaminants inside the article.
2.23
Solar and lunar observations are very important for evaluating long-term stability and performance trends as demonstrated for the Hyperion. Both capabilities should be built into future systems.

2.24
Laboratory calibration is critical for identifying key system characteristics. Laboratory measurements should not be short changed in the race to launch.

2.25
The Science Validation Team (SVT) was invaluable in providing feedback to the Hyperion instrument team. Provisions in future programs should include sufficient resources for in-depth interactions with users (including science teams), particularly for a new instrument technology.

2.26
The procurement process must be started as early as possible, using planning purchase requests if necessary. By using zero dollar planning purchase requests to start the long-lead purchasing process before funds are allocated, but after an instrument is approved for the mission, the LEISA Atmospheric Corrector (LAC) team was able to advance the contract award dates for items such as the detector arrays and the linear variable (wedged) filters by several months.

2.27
Appropriate computer modeling tools should be used for all complex circuitry. One of the problems with the LAC digital board design process was that the initial software used to model the behavior of the field programmable gate arrays (FPGAs) and the microcomputer on the digital board did not provide a high-fidelity representation of the behavior of the actual hardware. Since the models did not correctly predict the behavior of the board, there was a waste of time and money.

2.28
Instrument delivery schedules should be driven by a realistic assessment of the launch schedule and not by sliding deadlines. The LAC was delivered approximately one year before shipment for launch. Much of this time could have been spent in better calibrating the instrument.

2.29
The ability of an agile spacecraft to provide calibration opportunities not specifically planned before launch is an extremely valuable asset. These possibilities should be anticipated as much as possible during mission planning so that calibration procedures can be improved. The LAC was able to use a nodding solar scan, a maneuver not planned before launch, to identify and correct a systematic noise source that apparently appeared after launch. 

3.
Spacecraft Bus Technology

3.1
For the Wideband Advanced Recorder/Processor (WARP), the following design experiences constitute lessons learned.

· Do not use wire-bonds on boards.

· Rear backplane connectors can be very valuable.

· Use Cycle-Redundancy Check (CRC) code in the downlink data format for real-time data quality checking.

· Provide external box connector for Integration and Test (I&T) primary power input.

3.2
Near field scanning proved to be a valuable and reliable technique for trending antenna performance throughout the mission life cycle. It was used to verify that the X-Band Phased Array Antenna (XPAA) performed in a consistent manner throughout the spacecraft integration process. It was also used to verify the end-to-end performance of the EO-1 X-band communications system, verifying that the antenna pointed where the attitude control system told it to.

3.3
The I&T phase of the XPAA technology was in general smooth and trouble-free. However, some possible new design features were identified which could have further streamlined those processes. For example, by using independently switched antenna elements in future arrays it would be possible to verify their health individually, without the need to use near field holograms. Similarly, use of an enhanced test hood with multiple RF pickups could potentially be used to verify antenna pointing. These changes could substantially reduce the amount of near field scanning that is required to verify an antenna’s performance.

3.4
Compatibility tests for new antenna technologies, similar to the XPAA, should include all aspects of the link with the ground station, including ground antenna tracking. 

3.5
A software based pre-planned pointing diagnostic test should have been implemented for the XPAA. This would have made on-orbit verification of antenna pointing much easier.

3.6
Fabrication and testing of Teflon multilayer Printed Wiring Boards (PWBs) require special attention. The XPAA’s main circuit board required numerous plated-thru holes (vias). Drilling these vias cleanly through the microwave substrate was a significant challenge. In fact, the boards flown in the antenna required a quality control waiver because test coupons could not pass their “clean vias” examination.

3.7
Informal inter-agency partnership can be highly effective. The Carbon-Carbon Spacecraft Radiator Partnership (CSRP) organization proved to be a success. 

3.8
Formation flying co-maneuvers should be performed as soon as possible after the “target” spacecraft maneuvers so as to reduce along-track runoff.

3.9
Design spacecraft bus with selective redundancy based on risk/reliability assessment.

4.
OPERATIONS

4.1 Overstaff operations to provide a risk buffer.

· Easier to de-staff than to gain expertise quickly

· FOT used to augment I&T and as workarounds to other problems found on spacecraft

· Use contractual mechanisms that allow flexibility in obtaining additional staff as need arises

· Facilities should be expandable and changeable to the degree possible to accommodate requirement changes

4.2 Build Continuous Improvement Program starting from day one.

4.3
Build into operations the capability for progressive autonomy as staff learns how mission needs to run.

4.4
Anticipate incorporating future technology to enable more operations cost savings.

· Dynamic software bus

· Onboard processing

· Onboard planning

· Enhanced space to ground communications
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