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EO-1 Weekly Status Week of January 13, 2016  – January 19, 2016
Day of Year 013 -019
Mission Day 5582 - 5588
Earth Observing One (EO-1) - General 

Instruments

· Scheduled 121 science Data Collection Events (DCEs)

· Received all DCEs 

· Performed Instrument Decontamination Cycle 

· Conducted HSI deicing from 018/17:55z to 019/08:45z

· Conducted ALI out-gassing from 018/18:05z to 019/08:55z

· Performed Instrument Calibration 

· Conducted Solar Array Characterization on DOY 019/02:43z

· Conducted HSI Solar Calibration on DOY 018/12:03z

Technology Activities

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· Successfully conducted the (-45 degree) lunar calibration 

· Working on upgrading the FD windows XP machines to windows 7

· Working on combined Hyperion/ALI slow scan lunar calibration

· Working to recertify TR2 after its maintenance and to certify the AS1 and AS3 stations

· Working on mitigations to possible loss of SG1 and TR2 contacts

· With current stations and AS1/3 we would have a gap of 8-10 hours between possible X-Band passes every day without KSAT stations

· Working to set up automated GPS telemetry capture to work with FD

· Testing Overdraw after update in downtime of FD systems

· There are some issues with automated tasks and permissions, will work with SA when he returns

Mission Planning

· Created the ATS load for the (-45 degree lunar calibration)

· Planned the next set of Lunar Calibrations on 01/20 and 01/24

· Adding in AS 1/3 ground stations

· Working with the USAK04 personnel to bring test passes with that ground station

Flight Dynamics 

· Upgrading Waldorf2 to Windows 7

· Waldorf2 is now in parallel testing with Statler2 for validation

· All except 2 Nominal FD products are matching perfectly

· Investigating the 3 products that are slightly different:

·  IIRV and EPV

· Once Waldorf2 is validated, Statler2 will be upgraded to Windows 7

· Added temporary stations for AS1 and AS3 until we receive masking file and station ID

· Add GPS OD scenario to determine the orbit solely using the GPS telemetry data

· Working to create a new slow scan combined Hyperion/ALI and fit it onto the warp for future off-angle collects

· Contacted AGI to update the STK PODS tables file. If this file wasn’t updated, the EO-1 MOC wouldn’t have been able to continue performing Orbit Determination. 

· AGI will not update the file any longer

· Received scripts from them that they use to create the tables and are in process to get them working correctly.

· Testing using GPS based tracking data for Orbit Determination

· Verifying rough draft of delta-v planning procedures

Central File Hub

· Phase one tests are ready for outside entity delivery.

· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase 2 FD scripts have no changes from Phase 1 scripts

· All non-FD scripts are implemented Phase 2 

· Beginning Phase 3 work on deliveries for the central file hub

· Central file hub delivery structure set

· Passwordless ssh set up from FD to eo1out and eo1in to and from eo1out

· Script to put FD products onto file hubs is complete and ready for use

· Script to sort FD products into destination directories is complete and ready for use

· Base delivery script completed

· Designing delivery code architecture

· Reviewing current deliveries for products, emails, and destinations

· Delivery will be completed via FD computers as is the current standard

System Administration

· All MOC linux systems except fluflu2 have had the bash and bind patches applied.

· Awaiting test of patched judo2

· Overdraw update has been completed and is ready for testing

· Continued working on GS428-eo1fot1 performance.  The issue appears to be a failing hard drive. 

· Patched all user CNE systems

· Patched MOC windows systems and RHEL 5 and 6 systems

· Worked on privilege issues on Waldorf2

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logs server, and a full backup of the MOC CNE computer.

GROUND AND SPACE NETWORK

Station Downtimes 

· None to report at this time

Operational Discrepancies:

· None to report at this time


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

13-Jan-16 13 6 3 0 0 9

14-Jan-16 14 7 3 0 0 10

15-Jan-16 15 6 4 0 0 10

16-Jan-16 16 7 5 0 0 12

17-Jan-16 17 6 5 0 0 11

18-Jan-16 18 4 6 0 0 10

19-Jan-16 19 3 6 0 0 9

39 32 0 0 71 Weekly Totals


UPCOMING EVENTS

· LCALs 01/20 and 01/24

· Testing and validation of FD systems on Windows 7, ASIST systems on RedHat upgrade

· Recertify TR2 and certify AS1 and AS3

· Continuation of Phase 1/2 FD, waiting on WALLOPS support 

· Moving on to Phase 3 for central file hub, deliveries

The total number of ALI scenes in the level-0 archive: 85283
The total number of HYP scenes in the level-0 archive: 85041

The number of ALI level-0 scenes ingested in the past 7 days is 127
The number of HYP level-0 scenes ingested in the past 7 days is 128
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