		EO-1 Weekly Report
	Earth Observing – 1

	September 21, 2016 – September 27, 2016

	DOY
	265
	–
	271

	Mission Day
	5833
	–
	5839


EO-1 SPACECRAFT

Instruments
· Scheduled 128 science Data Collection Events (DCEs) 
· Received all DCE’s successfully 
· Performed ALI and HYP out-gassing from DOY 270/16:55z-271/07:55z
· Performed Instrument Calibration 
· Conducted HYP Cal 1 on DOY 270/10:47z 

EO-1 MISSION OPERATIONS CENTER
Real-Time
· Maintaining nominal systems state of health 
· Monitoring the battery data
· Monitoring the clock data
· Adjusting the clock as necessary  
· Adjusted the 1Hz slope for the 1Hz Auto Adjust
· Stopped ASE during out-gassing and conducted out-gassing from the ATS load. This was done so that the FOT could conduct the power test. 
· JPL will deliver a new version of the ASE code. Upon delivery, the FOT will upload the new ASE code. 
· Monitoring power related Sequential Prints
· AS1 certification supports are being scheduled for the coming weeks
· Verifying AS1 S/X band data  

Mission Planning
· Created an ATS load for conducing out-gassing
· Created ATS load for a power test on DOY 270
· Working with NENSO to schedule more AS1 passes
· Adding in AS 1/3 ground stations to ASPEN

Flight Dynamics 
· Created 5-year MLT plot 
· Testing AS1 tracking data
· AS1 tracking data certification will begin during S- and X-band certification

Spacecraft Passivation Related Activities  
· ATS load was upload on DOY 270 to conduct a power test. The test successfully demonstrated:
· Shunting of [7/10] solar Array segments 
· Setting the maximum current to zero
· Setting the battery state of charge threshold to zero 
· Setting of the maximum trickle current to zero
· Turning OFF the RSN loop control
· Use of battery during spacecraft day (thus showing power negative settings)
· [bookmark: _GoBack]No FDC/TSM or safe-hold modes tripped during the five-minute power test. The spacecraft resumed nominal operations after the power test. 
· On DOY 258, uploaded ACRESPONDNOOP RTS to EEPROM and RAM. Executed the RTS from RAM, and downlinked the RTS from EEPORM. The test was a success. 
· Both of the tests above indicated that the FOT could indeed execute the passivation sequence out of RTSs and set the power settings out of RTSs.  
· Working with the FSW engineer to get the Mongoose V breadboard up and running
· Created (3) passivation related RTS’s
· Demonstrated SCP’s ability of creating RTS’s 
· All of the RTS’s will be used to create an infinite loop to ensure the spacecraft is always passivated 
· The (3) RTS’s Will:
· Keep certain components on for power draw 
· ALI, HYP, AC
· Zone and Instrument Heaters 
· GPS, AST, IRU 
· Set the power settings (shunt the array, set the VT level, Battery current values)
· Updating Passivation sequence power point as necessary 
· Dumped the EEPROM RTS’s and compared the content with RTS’s dumped from the RAM
· There are differences are due the fact that RTS’s in RAM were updated vs EEPROM
· Differences don’t matter because new RTS’s will be uploaded for passivation

System Administration
· One of the eo1aspenweb’s disk drives (/dev/sdb) failed.  Worked with hardware support personnel to image the /dev/sdb disk drive from the eo1aspen1 computer onto a new 1TB hard drive, which will replace the failed disk drive on eo1aspenweb.
· Temporarily made eo1aspen32 the primary mission-planning host during imaging of eo1aspen1.  
· Successfully brought up the eo1aspen1 computer after imaging its’ disk drive and returned it to the prime mission planning host.
· Looked into resolving issues booting up the eo1aspenweb computer with the new disk drive.
· Hardware support personnel replaced the battery in the gs428-eo1fot Windows computer (Rishabh’s).
· Modified and submitted approval for 3 MSGRS firewall rules (#O09-0009, #O11-0015, and #O06-0068) to allow ssh access to and from the new JPL computer, ioi.jpl.nasa.gov.
· Set up the quarterly IONET scan of the EO-1 computers for Thursday, September 29, 2016.
· Created the monthly backup tape containing backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, and regional logs server.
· Created weekly backups of Statler2, Waldorf2, eo1itps1, and eo1itps2.
· Created the weekly backup of the MOC CNE computer.

GROUND AND SPACE NETWORK
Station Downtimes 	
· None to report at this time
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· None to report at this time





UPCOMING EVENTS
· Passivation planning 
· Testing and certification with AS1 
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Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

21-Sep-16 265 8 1 0 1 10

22-Sep-16 266 4 4 0 0 8

23-Sep-16 267 7 2 0 0 9

24-Sep-16 268 6 3 0 0 9

25-Sep-16 269 6 3 0 0 9

26-Sep-16 270 6 5 0 1 12

27-Sep-16 271 2 8 0 0 10

39 26 0 2 67 Weekly Totals
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		21-Sep-16		265		8		1		0		1		10

		22-Sep-16		266		4		4		0		0		8

		23-Sep-16		267		7		2		0		0		9

		24-Sep-16		268		6		3		0		0		9

		25-Sep-16		269		6		3		0		0		9

		26-Sep-16		270		6		5		0		1		12

		27-Sep-16		271		2		8		0		0		10

		Weekly Totals				39		26		0		2		67
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