		EO-1 Weekly Report
	Earth Observing – 1

	July 20, 2016 – July 26, 2016

	DOY
	202
	–
	208

	Mission Day
	5770
	–
	5776


EO-1 SPACECRAFT

Instruments
· Scheduled 136 science Data Collection Events (DCEs) from DOYs 202-208
· No images taken after DOY 205/05:28z due to EO-1 Safehold 
· See operational discrepancies section for more information
· Performed Instrument Calibration
· Conducted HSI Solar Calibration on DOY 203/04:55z

EO-1 MISSION OPERATIONS CENTER
Real-Time
· On Friday July 22, 2016 (Day of Year 2016/204) at 05:28Z (1:28AM EDT), EO-1 had a battery anomaly, and the spacecraft entered ACE control SUNACQ Safehold. The cause for the change in differential voltage is likely a single battery weakness similar the event that occurred on March 23, 2016 – where a different cell on the other side of the battery showed signs of weakness. 
· The weak battery cell no longer shows a sign of weakness. EO-1 is power positive
· The FOT moved the spacecraft out of ACE Safehold and back to ACS EarthACQ
· Instruments and the WARP are powered on
· ASE code is in the process of being uploaded. After the upload, the EO-1 FOT will jump to the ASE code. 
· The FOT has adjusted the Differential Voltage TSM limits 
· [bookmark: _GoBack]All components turned off by the safehold have been powered on. 
· The VT is kept at VT LEVEL 3
· Atmospheric Corrector, Pulsed Plasma Thruster, and EFF remain off.   
· Prior to start of science, the clock will be adjusted to within threshold. 
· Dumping RTS’s from the EEPROM and comparing them with the downlinked RTS’s from the RAM. 
· On hold, will resume after EO-1 is back into Normal Operations 
· Created a procedure to perform 1HZ UTCF DOT adjust
· Verifying the procedures on all adjustments  
· Adding a UTCF adjustment section 
· Working on creating a decommissioning process
· Created (2) rough drafts of the process 
· Researching power passivation information 
· Setting the proper VT level
· Shunting the Array’s 
· Setting the maximum charge current 
· Setting the trickle charge current 
· Outlined passivation related RTS’s 
· Researching the ability to write to EEPROM for passivation
· Either upload new RTS’s to EEPROM or patch the boot code to contain a halt instruction 
· AS3 has been certified for S/X-band passes and Tracking Data
· Now fully certified
· AS1 and USAK04 certification supports are being scheduled for the coming weeks
· Working on upgrading the FD windows XP machines to windows 7
· See FD section of this report for more details 
· Testing Overdraw after update in downtime of FD systems
· Encountered problem with AT command being 1 hour off
· Encountered problem with the system directory change on update, having to adjust all scripts that reference rstol

Mission Planning
· Built and uploaded S-band only ATS loads to support the Safehold recovery effort 
· Scheduled the necessary TDRS contacts to support the Safehold recovery effort 
· Created RTS’s with EEPROM as destination 
· These are  “NOOP” RTS’s and demonstrate the ability to create RTS’s 
· Verifying and selecting AS1/AS3 S- and S/X- band supports
· Adding in AS 1/3 ground stations to ASPEN
· Working with the USAK04 personnel to bring test passes with that ground station

Flight Dynamics 
· Monitoring deliveries sent to the CARA team 
· Performing OD with updated PODS tables file
· Created Passivation Related Delta-V files. 
· Testing AS1 and AS3 tracking data
· AS1 tracking data certification will begin during S- and X-band certification
· AS3 tracking data certification has completed successfully
· Upgrading Waldorf2 to Windows 7
· Waldorf2 is now in parallel testing with Statler2 for validation
· Comparing products and capabilities
· All products are matching Statler2
· Waldorf2 was able to send most products without issue
· JPL and EROS have a small issue on passwordless connection which is being fixed

Central File Hub
· Phase one tests are ready for outside entity delivery.
· USAK03, AS1, AS3 all deliver to file hubs and its working fine
· SGS and WGS tracking data are waiting for a break in Wallops activities to begin testing.
· Phase 2 FD scripts have no changes from Phase 1 scripts
· All non-FD scripts are implemented Phase 2 
· Beginning Phase 3 work on deliveries for the central file hub
· Central file hub delivery structure set
· Passwordless ssh set up from FD to eo1out and eo1in to and from eo1out
· Script to put FD products onto file hubs is complete and ready for use
· Script to sort FD products into destination directories is complete and ready for use
· Base delivery script completed
· Designing delivery code architecture
· Reviewing current deliveries for products, emails, and destinations
· Delivery will be completed via FD computers as is the current standard

System Administration
· Investigated and resolved a disk problem on dps04.  There were 433 unreadable/uncorrectable sectors on /dev/sdc and 1 unreadable/uncorrectable sector on /dev/sdb.  Hardware personnel replaced the /dev/sdc disk with a new disk.  Used the mdadm utility to make /dev/sdc a mirror of the /dev/sdb disk.   All disk error messages on /dev/sdb and /dev/sdc have been resolved.
· Rebooted dps04, with a file system check.
· Used the mdadm utility to check dps05.  Noticed some possible problems.  Will continue to monitor the software raid partitions /dev/md126 and /dev/md127 on dps05.
· On dps05, edited the diskusage perl script to change the default_size_limit value (from 80 to 85) for warning messages, in order to reduce the number of email warning messages of disk space usage.
· Verified the June monthly backup tape.
· Created weekly backup tape containing backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, and regional logs server.
· Created weekly backups of Statler2, Waldorf2, eo1itps1, and eo1itps2.
· Created the weekly backup of the MOC CNE computer. 

GROUND AND SPACE NETWORK
Station Downtimes 	
· None to report at this time

[bookmark: _MON_1387176949][bookmark: _MON_1388382035][bookmark: _MON_1388382145][bookmark: _MON_1388384576][bookmark: _MON_1388385083][bookmark: _MON_1388993005][bookmark: _MON_1389598124][bookmark: _MON_1390809671][bookmark: _MON_1390809790][bookmark: _MON_1391499119][bookmark: _MON_1391501949][bookmark: _MON_1392188921][bookmark: _MON_1392615265][bookmark: _MON_1393314853][bookmark: _MON_1393834790][bookmark: _MON_1394437595][bookmark: _MON_1394437598][bookmark: _MON_1394437644][bookmark: _MON_1395039355][bookmark: _MON_1395831044][bookmark: _MON_1396332066][bookmark: _MON_1396332146][bookmark: _MON_1396332643][bookmark: _MON_1396332666][bookmark: _MON_1396332684][bookmark: _MON_1396332702][bookmark: _MON_1396862017][bookmark: _MON_1397634356][bookmark: _MON_1397634698]Operational Discrepancies:
· Downlink: 2016:204:05:23:26 2016:204:05:34:19 AK3
· Problem:  Battery differential voltage caused spacecraft to go into safehold at 2016-204-05:28.
· Result:   Only the 1st scene scheduled for this downlinked completed.
· 2nd scene only pre-image and image data downlinked, post-image NOT downlinked.
· 3rd and 4th scenes NOT downlinked




UPCOMING EVENTS
· Testing and validation of FD systems on Windows 7, ASIST systems on RedHat upgrade
· Testing and certification with AS1 and USAK04
· Continuation of Phase 1/2 FD, waiting on WALLOPS support 
· Moving on to Phase 3 for central file hub, deliveries
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Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

20-Jul-16 202 5 3 0 0 8

21-Jul-16 203 6 2 0 0 8

22-Jul-16 204 2 8 0 0 10

23-Jul-16 205 0 11 0 0 11

24-Jul-16 206 0 8 0 0 8

25-Jul-16 207 0 10 0 0 10

26-Jul-16 208 0 9 0 0 9

13 51 0 0 64 Weekly Totals
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		20-Jul-16		202		5		3		0		0		8

		21-Jul-16		203		6		2		0		0		8

		22-Jul-16		204		2		8		0		0		10

		23-Jul-16		205		0		11		0		0		11

		24-Jul-16		206		0		8		0		0		8

		25-Jul-16		207		0		10		0		0		10

		26-Jul-16		208		0		9		0		0		9

		Weekly Totals				13		51		0		0		64
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