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	Earth Observing – 1

	May 11, 2016 – May 17, 2016

	DOY
	132
	–
	138

	Mission Day
	5700
	–
	5706


EO-1 SPACECRAFT

Instruments
· [bookmark: _GoBack]Scheduled 89 science Data Collection Events (DCEs)
· Collected all DCEs nominally 
· Performed Instrument Calibration
· Conducted Ali Internal Cal 2 at 137/06:00z

EO-1 MISSION OPERATIONS CENTER
Real-Time
· Maintain nominal systems sate of health
· Analyzing the images taken by the spacecraft 
· Analyzing time data for clock jamming
· Modify the UTCF DOT count on DOY 139
· Analyzing battery data
· Differential Voltage looks nominal
· Jammed the M5MET time on DOY 130. 
· EO-1 is Earth Pointing, instruments are powered on, Goal for DOY 118 has been loaded
· Since the safehold and GPS being off, the time drifted and so the EO-1 FOT jammed the spacecraft clock on 4/20/16. On the day of the time jam, the spacecraft time was set 4 seconds back behind the UTC time. The spacecraft clock was initially 19 seconds ahead of the UTC time. The 4 second “behind” is due to delays built into the Jam Time Now procedure plus actual delays in transmission, acceptance, and execution on-board the spacecraft. 
· Post the time Jam, at the WGS pass 112/23:50z, we successfully loaded the goals files as mentioned in update 21, but saw WMS out of bounds messages. We were going to leave these messages till the morning (in 2013, we left them for a day). During the AK3 support at 113/03:16z the FOT got a page saying that no TLM was received from that station. After talking to the ground station, they reported that no S-band signal was seen from EO-1. ASE was in control at the time. We performed two blind ACQs with TDRS and saw the ASE was executing its functions nominally and the SOH on EO-1 was also nominal. During a GN pass with AK3 at 113/06:30z the GN station reported that they saw X-band signal but not S-band. This leads us to believe that under ASE control, we aren’t currently able to perform S-band passes. The FOT after talking with Danny Tran has taken the following actions:
· Stopped the Goal with images, s and x band passes for DOY 113. We disabled the SCL Bridge from sending ASE commands to the S/C. 
· Uploaded an ATS load with S-band only passes for DOY 113. 
· Danny Tran will got us a CASPER goal load for DOY 113 with only the USAK03 S-band pass at 19:49z. 
· We re-loaded flight table 6 to clear the WMS out of bounds messages. 
· This table was loaded after the low voltage safehold in 2013, but not on previous safehold.
· On 4/22/16 re-enabling the SCL Bridge ASE commands, loading flight table 6, verify WMS messages stopped, load the goal file for DOY 113 with only the pass at 19:49z. Verified that ASE can perform the s-band commands. 
· On 4/22/16 the FOT did the following to ASE from commanding:
· Load the CASPER flight table 6 
· Cold re-started the Warp
· Uploaded flight table 6
· Jumped to ASE code
· SCL startup
· SCL set HSI temp limits
· Casper start 
· ASE science start
· Upload ASE goal for DOY 113 with a S-only support AK3 at 19:49z
· Uploaded the ATS load containing passes through Monday 
· Switched to that ATS load at 19:05z 
· After talking with Danny we decided to not do the RTS77 and RTS5 encapsulating the 19:49z pass so a switch was done to allow ATS to take over after the ASE. 
· Watched ASE perform the S-band pass at 19:49z
· After talking with Danny, it seems like ASE looks for the GPS processing flag. If not found it tries to delete the S-band pass. A previous version of RTS 93 that runs every s-band pass used to call a gps pkt request, currently this RTS runs an MCINOOP.
· Danny looked at the Bridge log for the commands last night, and the S-band pass commands were never sent from the ASE so they . 
· This pass could have worked due to time of execution (we will elaborate on this on Monday). 
· Disabled the SCL bridge command to stop ASE from being able to send further commands  
· The EO-1 performed the following on 4/26/16 to allow the ASE to command:
· Stop CASPER
· Cold re-start the WARP (w_cold_restart)
· Jump to ASE code
· W_r3_jump proc
· Upload the casper model to x'83260000'
· w_cas_load_casmdlgz_2016118_1
· w_cas_load_casmdlgz_2016118_2
· w_cas_load_casmdlgz_2016118_3
· w_cas_load_casmdlgz_2016118_4
· Copy from memory to the ramdisk
· w_rd_cp2file('casmdl.gz', x'83260000', 45359)
· Dump file from ramdisk to memory to verify contents - the memory location and size are intentionally different.
· w_rd_cp2mem('casmdl.gz', x'83270000', 45365, 'Y')
· Uncompress zip file onboard
· w_rd_unzip('casmdl.gz', 'casmdl.mdl')
· W_SCL_Startup to start up the SCL 
· W_SCL_SET_HSI_TEMP_LIMITS (50)
· w_cas_startup
· w_sci_startup
· uploaded the goal file for DOY 118 (starting at 10:00z)
· uploaded of ATS for prior to 10:00z
· EO-1 entered safehold on DOY 83 at approximately 22:34z
· During Lunar Calibration
· TSM 54 (differential voltage) threshold 3 was violated due to a high differential voltage value. TSM 54 starts a chain of events that send EO-1 into load shed and SUNACQ safehold under ACE control. 
· As of DOY 89, the FOT has transitioned EO-1 from ACE Safehold SUNACQ to ACS control Earth ACQ
· Monitoring Battery related mnemonics
· Slowly powering on various subsystems and instruments
· Studying Battery Data after power on 
· GPS unit isn’t adding a reference week of 1024 to the Almanac week number
· EO-1 is under M5 time control 
· GPS vector data isn’t enabled for use
· Modified the TSM 54 T3 and T4 limits
· Modified the Differential Voltage PSE FDC limit
· AS3 has been certified for S/X-band passes
· Analyzing Tracking data 
· AS1certification supports are in the schedule for future weeks
· Working on upgrading the FD windows XP machines to windows 7
· See FD section of this report for more details 
· Working on combined Hyperion/ALI slow scan lunar calibration and multi-orbit lunar calibration
· Working to set up automated GPS telemetry capture to work with FD
· Manual set-up is complete, will create FD scenario to use GPS data
· Testing Overdraw after update in downtime of FD systems
· Encountered problem with AT command being 1 hour off
· Encountered problem with the system directory change on update, having to adjust all scripts that reference rstol

Mission Planning
· Verifying and selecting AS1/AS3 S- and S/X- band supports
· Adding in AS 1/3 ground stations to ASPEN
· Working with the USAK04 personnel to bring test passes with that ground station

Flight Dynamics 
· Performing Routine Monday, Wednesday, Friday product generation
· AS1 and AS3 are now input into all FD products with masking file and station ID
· Testing AS1 and AS3 tracking data
· AS1 tracking data is having issues, the station is replacing a part in a few weeks that should fix this
· AS3 tracking data certification has begun and is in line with our normal tracking data
· Upgrading Waldorf2 to Windows 7
· Waldorf2 is now in parallel testing with Statler2 for validation
· Comparing products and capabilities
· Routine FD are exact
· Routine FD products created on Waldorf2 were sent by Statler2 and ingested without issue
· Waldorf2 was able to send most products without issue
· JPL and EROS have a small issue on passwordless connection which is being fixed
· Lunar Calibrations are exact
· First maneuver is exact
· Lost files for maneuvers on Waldorf2 and are unable to retrieve them since a backup was not successfully performed on the drive since mid-December
· SSH has been tested and worked after fix
· Designing a multi-orbit lunar calibration sequence since the nominal is barely fitting into spacecraft night
· Working to create a new slow scan combined Hyperion/ALI and fit it onto the warp for future off-angle collects
· Contacted AGI to update the STK PODS tables file. If this file wasn’t updated, the EO-1 MOC wouldn’t have been able to continue performing Orbit Determination. 
· AGI will not update the file any longer
· Received scripts from them that they use to create the tables and are in process to get them working correctly.
· Verified rough draft of delta-v planning procedures, cleaning up final copy

Central File Hub
· Phase one tests are ready for outside entity delivery.
· USAK03, AS1, AS3 all deliver to file hubs and its working fine
· SGS and WGS tracking data are waiting for a break in Wallops activities to begin testing.
· Phase 2 FD scripts have no changes from Phase 1 scripts
· All non-FD scripts are implemented Phase 2 
· Beginning Phase 3 work on deliveries for the central file hub
· Central file hub delivery structure set
· Passwordless ssh set up from FD to eo1out and eo1in to and from eo1out
· Script to put FD products onto file hubs is complete and ready for use
· Script to sort FD products into destination directories is complete and ready for use
· Base delivery script completed
· Designing delivery code architecture
· Reviewing current deliveries for products, emails, and destinations
· Delivery will be completed via FD computers as is the current standard

System Administration
· Patched, installed printer and activated gs428-cosmos
· Installed cosmos on gs428-cosmos
· Patched gs428-larry1, gs428-mboulaouba gs428-eo1fot1, gs428-habanero and gs428-whitelime
· Collected inventory data from gs428-cosmos
· Corrected failed backup on e01aspen32
· Wrote MOCR's for May patching and KACE install
· Updated RHEL5 repositories
· Patched statler2, waldorf2, eo1itpse1 and eo1itpse2 and collected inventory data from them
· Corrected registration of gateway2
· Participated in weekly security tag up
· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logs server, and a full backup of the MOC CNE computer. 
· Items on hold due to spacecraft anomaly:
· Weekly backup of sling, fluflu2, crossbow and statler2
· Java patch for Windows, RHEL 5 and RHEL 6 systems
· Monthly patching 
· SEP upgrade 
GROUND AND SPACE NETWORK
Station Downtimes 	
· None to report at this time
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· None to report at this time




UPCOMING EVENTS
· Testing and validation of FD systems on Windows 7, ASIST systems on RedHat upgrade
· Testing and certification with AS1
· Continuation of Phase 1/2 FD, waiting on WALLOPS support 
· Moving on to Phase 3 for central file hub, deliveries
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Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

11-May-16 132 7 3 0 0 10

12-May-16 133 6 3 0 0 9

13-May-16 134 5 3 0 0 8

14-May-16 135 4 5 0 0 9

15-May-16 136 4 3 0 0 7

16-May-16 137 6 3 0 0 9

17-May-16 138 5 4 0 0 9

37 24 0 0 61 Weekly Totals
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		11-May-16		132		7		3		0		0		10

		12-May-16		133		6		3		0		0		9

		13-May-16		134		5		3		0		0		8

		14-May-16		135		4		5		0		0		9

		15-May-16		136		4		3		0		0		7

		16-May-16		137		6		3		0		0		9

		17-May-16		138		5		4		0		0		9

		Weekly Totals				37		24		0		0		61





Sheet2

		





Sheet3

		






