

EO-1 Weekly Report


	Earth Observing – 1

	August 5, 2015 – August 11, 2015

	DOY
	210
	–
	216

	Mission Day
	5421
	–
	5427


EO-1 SPACECRAFT

Instruments

· Scheduled 140 science Data Collection Events (DCEs)

· Received all DCEs

· Performed Instrument Calibration 

· Conducted ALI Internal Cal II at 222/00:00:00z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health 

· Verified the modified scripts to send JPL SCI20K and SCIQUIKR files worked as intended
· Made changes to the incoming goal file script that was sending out false messages for missing files

· Goal / Sensor web files come in as a group of 3 files (.ini, .gz, .prc)

· If the central file hub received these files as it was moving them to their destination sometimes the files would be given to the central file hub by JPL as additional time as they have been removed from the directory before the check. This was causing the primary T&C system to process them fully and then receive 1-2 of the 3 files again and send messages about needing the missing file.

· Added a check that if the file was already received and processed, to move the additional files and not send the messages for missing file

· Also updated the frequency of the deliveries from central file hub to the primary T&C to every 5 minutes, reducing the time from receiving a file to being uploaded to the spacecraft from between 6-16 minutes to between 3-8 minutes

· Looking into supporting more lunar calibrations

· Gathering data from GPS to use as tracking data input for STK

· Observing Star Tracker data to view cold/hot pixels 
Mission Planning
· Rewriting the Lunar Calibration procedure and testing the changes

· The procedure has been written, testing to ensure the correctness of the procedure

· Rewriting the TDRS contact procedure and testing the changes

· First set of tests worked well

· Working with ASPEN developers to configure various Lunar Calibration sequences 

· Bringing back Modified Lunar Calibrations
Flight Dynamics 
· Worked with CCS group to verify their new backup ftp server

· All firewall rules for the new backup and primary have been put in place

· Connected and delivered files to the backup ftp server from primary and backup FD systems

· Waiting on confirmation to test with primary ftp server (probably in October)

· Contacted AGI to update the STK PODS tables file. If this file wasn’t updated, the EO-1 MOC wouldn’t have been able to continue performing Orbit Determination. 

· The old tables file from AGI did not contain the Leap Second change. 

· Tested the new file, and the MOC is able to perform OD as usual

· Testing using GPS based tracking data for Orbit Determination

· Creating an Everyday FD orbit determination scenario on the backup FD machine.  

· Verifying rough draft of delta-v planning procedures

Central File Hub
· Modified scripts for incoming FD, MP, and Realtime files to only make directory calls and checks to the destination directory if new files are in. This reduces the amount of ssh calls used by the hubs and cuts down on inner MOC traffic
· Phase one tests are ready for outside entity delivery.

· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase 2 FD scripts have no changes from Phase 1 scripts
· All non-FD scripts are implemented Phase 2 

· Beginning Phase 3 work on deliveries for the central file hub

· Central file hub delivery structure set
· Passwordless ssh set up from FD to eo1out and eo1in to and from eo1out
· Script to put FD products onto file hubs is complete and ready for use
· Script to sort FD products into destination directories is complete and ready for use

· Base delivery script completed

· Designing delivery code architecture

· Reviewing current deliveries for products, emails, and destinations

· Delivery will be completed via FD computers as is the current standard
System Administration

· All MOC linux systems except dps04, fluflu2, gateway and gateway2 have had the bash and bind patches applied.

· Awaiting test of patched dps05 and judo2

· Attended security tag up 

· Participated in A&A assessment of Habanero

· Arranged for removal of Dell 2650 and racking of the new sever.

· Performed migrate and purge

· Test build new gateway system

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logs server, and a full backup of the MOC CNE computer.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down with no estimated uptime
Operational Discrepancies:

· None to report at this time


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

5-Aug-15 217 6 3 0 0 9

6-Aug-15 218 5 5 0 0 10

7-Aug-15 219 6 4 1 0 11

8-Aug-15 220 6 4 0 0 10

9-Aug-15 221 5 3 0 0 8

10-Aug-15 222 5 4 1 0 10

11-Aug-15 223 5 5 1 0 11

38 28 3 0 69 Weekly Totals


UPCOMING EVENTS
· Continuation of Phase 1/2 FD, waiting on WALLOPS support 
· Moving on to Phase 3 for central file hub, deliveries
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		5-Aug-15		217		6		3		0		0		9

		6-Aug-15		218		5		5		0		0		10

		7-Aug-15		219		6		4		1		0		11

		8-Aug-15		220		6		4		0		0		10

		9-Aug-15		221		5		3		0		0		8

		10-Aug-15		222		5		4		1		0		10

		11-Aug-15		223		5		5		1		0		11

		Weekly Totals				38		28		3		0		69
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