

EO-1 Weekly Report


	Earth Observing – 1

	Apr 29, 2015 – May 05, 2015

	DOY
	119
	–
	125

	Mission Day
	5320
	–
	5326


EO-1 SPACECRAFT

Instruments

· Scheduled 131 science Data Collection Events (DCEs)

· Received all DCEs successfully 
· Performed Instrument Calibration 

· Conducted ALI Internal Calibration 1 at 124/01:44z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health 
· Successfully completed the Hyperion Only and modified lunar calibrations
· Taking USAK03 Engineering Supports

· Able to get S-band TLM

· Able to get X-band Data
· Able to successfully command at USAK03
· Successful Connection Establishment between the ground station and the FEDS
· Verifying Tracing Data Files  
· Trending various battery mnemonics, solar array mnemonics, reaction wheel mnemonics, Hyperion mnemonics, and IRU mnemonics. 

· All trending data indicates that all life limiting components are within limits specified at Beginning of Life. 

· Working on establishing telemetry in the EO-1 FSW lab

· Reviewing passivation plans 

· Changed the EOP script on real-time machines to take into account the future leap second broadcast from the GPS satellites.
· Leap Second change in July.  

· Observing Star Tracker data to view cold/hot pixels 
· Supporting mission management


· Creating special FD/Trending products per request  
Mission Planning
· Created ATS load containing lunar calibration 

· Coordinating with the necessary parties in relation USAK03 testing 

· Testing scripts to generate DeltaV UDAPs based on MCF files and slew files based on old maneuvers
· Rewriting the Lunar Calibration procedure and testing the changes

· The procedure has been written, testing to ensure the correctness of the procedure

· Rewriting the TDRS contact procedure and testing the changes

· First set of tests worked well

· Working with ASPEN developers to configure various Lunar Calibration sequences 

· Bringing back Modified Lunar Calibrations

Flight Dynamics 
· Created the necessary FD products for Lunar Calibration on DOY 124

· Predicted the Next Lunar Cal date. Next LCAL is on 5/4/15 DOY (124)

· Submitted a 5 year outlook of the MLT and SMA 

· The results were independently verified by the flight dynamics branch

· Compared MLT predictions between Free Flyer and STK

· Added USAK03 antenna PADID to the backup Flight dynamics machine and its orbit determination scenario. 

· Added USAK03 to the AUTOPRODUCTS STK scenario

· Creating an Everyday FD orbit determination scenario on the backup FD machine.  

· Wrote a rough draft of delta-v planning procedures

· Rewriting the Lunar Calibration procedure and testing the changes

· Rewriting the TDRS contact procedure and testing the changes

· First set of tests worked well

· Researching Modified Lunar Calibrations to be resumed once MP is ready for them
Central File Hub
· Quiver (1) had a graphic card fail, causing the X-org services to ramp up CPU and RAM usage to nearly 100%. Thus causing higher lag and system failures. Quiver 2 successfully assumed the role of primary and accepted/sent out the necessary files.  

· Quiver 1 is up and running with a new graphics card and is not primary

· One day of testing proves that the changes are working

· Phase one tests are ready for outside entity delivery.

· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase 2 FD scripts have no changes from Phase 1 scripts
· All non-FD scripts are implemented Phase 2 

· Beginning Phase 3 work on deliveries for the central file hub

· Central file hub delivery structure set
· Passwordless ssh set up from FD to eo1out and eo1in to and from eo1out
· Script to put FD products onto file hubs is complete and ready for use
· Script to sort FD products into destination directories is complete and ready for use

· Base delivery script completed

· Designing delivery code architecture

· Reviewing current deliveries for products, emails, and destinations

· Delivery will be completed via FD computers as is the current standard
System Administration

· All MOC linux systems except dps04, fluflu2, gateway and gateway2 have had the bash patch applied.

· Awaiting test of patched dps05 and judo2

· Need a schedule for credentialed scan

· Need a schedule for quarterly scans

· Began debugging security scripts

· Assisted FOT is upgrading SNAS

· Began defragmenting disks on ITPSST5

· Ran backup migrate and purge scripts

· Changed root/administrative passwords

· Set up external drive on DPS04

· Defragmented C: on gs428-eo1-276

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logs server, and a full backup of the MOC CNE computer.  Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down with no estimated uptime
Operational Discrepancies:

· No discrepancies to report at this time 

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

29-Apr-15 119 5 6 1 0 12

30-Apr-15 120 5 6 0 0 11

1-May-15 121 5 4 1 0 10

2-May-15 122 6 3 1 0 10

3-May-15 123 5 2 1 0 8

4-May-15 124 5 4 0 0 9

5-May-15 125 5 3 1 0 9

36 28 5 0 69 Weekly Totals


UPCOMING EVENTS
· Continuation of Phase 1/2 FD, waiting on WALLOPS support 
· Moving on to Phase 3 for central file hub, deliveries

EO-1 Weekly 2015_119_125
Page 1 of 3


_1492418413.xls
Sheet1

		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		29-Apr-15		119		5		6		1		0		12

		30-Apr-15		120		5		6		0		0		11

		1-May-15		121		5		4		1		0		10

		2-May-15		122		6		3		1		0		10

		3-May-15		123		5		2		1		0		8

		4-May-15		124		5		4		0		0		9

		5-May-15		125		5		3		1		0		9

		Weekly Totals				36		28		5		0		69
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