

EO-1 Weekly Report


	Earth Observing – 1

	Feb 04, 2015 – Feb 10, 2015

	DOY
	035
	–
	041

	Mission Day
	5236
	–
	5242


EO-1 SPACECRAFT

Instruments

· Scheduled 113 science Data Collection Events (DCEs) 
· Received all DCEs  
· Performed Instrument Calibration 

· Conducted ALI Internal Calibration 1 on 040/02:39z

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· As per telecom the EO-1 mission will be testing with USAK03, working with the proper personnel to setup shadow passes 
· The USAKO3 Antenna is due to replace PF1

· Need to test the following functionality at the USAK03 Antennas prior to certification:

· S-band capability

· X-band capability

· Track Data capability 

· Successfully conducted the Lunar Calibration on DOY 35

· Nominal LCAL was downlinked successfully

· HYP only LCAL was downlinked successfully 

· Working on establishing telemetry in the EO-1 FSW lab

· Reviewing passivation plans 

· Changed the EOP script on real-time machines to take into account the future leap second broadcast from the GPS satellites. 

· Monitoring the Spacecraft Day count

· Updated the yellow high limit to 75. 

· Observing Star Tracker data to view cold/hot pixels 

· Preparing for a Leap Second Change this year

Mission Planning
· Working with GN scheduling to set-up testing with USAK03

· Created the ATS load for LCALs on DOY 35. 

· Changed all PF1 passes to PF2 for passes from DPY 323/2014 onwards. 

· Testing scripts to generate DeltaV UDAPs based on MCF files and slew files based on old maneuvers
· Rewriting the Lunar Calibration procedure and testing the changes

· The procedure has been written, testing to ensure the correctness of the procedure

· Rewriting the TDRS contact procedure and testing the changes

· First set of tests worked well

· Working with ASPEN developers to configure various Lunar Calibration sequences 
· Bringing back Modified Lunar Calibrations

Flight Dynamics 
· Looking to the changes that need to be made to accommodate USAK03

· Created necessary flight dynamics products for the LCALs on DOY 35

· Creating previous Altitude data

· Creating future Altitude Data

· Reviewing Spacecraft Day count

· Creating an Everyday FD orbit determination scenario on the backup FD machine.  

· Wrote a rough draft of delta-v planning procedures

· Rewriting the Lunar Calibration procedure and testing the changes

· Rewriting the TDRS contact procedure and testing the changes

· First set of tests worked well

· Researching Modified Lunar Calibrations to be resumed once MP is ready for them
· Reviewing LUNAR calibration angles 

Central File Hub
· Quiver (1) had a graphic card fail, causing the X-org services to ramp up CPU and RAM usage to nearly 100%. Thus causing higher lag and system failures. Quiver 2 successfully assumed the role of primary and accepted/sent out the necessary files.  

· Quiver 1 is up and running with a new graphics card and is not primary

· One day of testing proves that the changes are working
· Phase one tests are ready for outside entity delivery.
· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase 2 FD scripts have no changes from Phase 1 scripts
· All non-FD scripts are implemented Phase 2 

· Beginning Phase 3 work on deliveries for the central file hub
· Central file hub delivery structure set
· Passwordless ssh set up from FD to eo1out and eo1in to and from eo1out
· Script to put FD products onto file hubs is complete and ready for use
· Script to sort FD products into destination directories is complete and ready for use

· Base delivery script completed

· Designing delivery code architecture

· Reviewing current deliveries for products, emails, and destinations

· Delivery will be completed via FD computers as is the current standard
System Administration

· Still awaiting testing of bash patch on dps05 and judo2

· All MOC linux systems except dps04, fluflu2, gateway and gateway2 have had the bash patch applied.

· I am updating security requirements and scripts for rhel 6

· Imaged eo1hopper

· Patched eo1hooper to current CentOS 6.6

· Assisted FOT in investigating Quiver primary.hub corruption.  This appeared to be related to a system slowdown.  Further investigating showed the Xorg server was using all available CPU resources, causing the slowdown.  Tried updating the video driver, loading an old image and loading the quiver2 image, but none of these corrected the problem.  Finally swapped the video card, which fixed the problem.  After restoring the old quiver image (Aug, 2013), most home directories had to be reloaded.

· Imaged quiver2

· Tried to register quiver2.  This failed, so I opened a support case with Red Hat

· Worked with Ross Asato to perform security scans of Harley and M5dev2.  There are issues the M5dev2 that will be worked next reporting period.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logs server, and a full backup of the MOC CNE computer.  Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down with no estimated uptime
Operational Discrepancies:

· Nothing to report at this time

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

4-Feb-15 35 6 0 0 1 7

5-Feb-15 36 4 3 1 1 9

6-Feb-15 37 3 2 1 1 7

7-Feb-15 38 4 1 1 1 7

8-Feb-15 39 4 1 1 1 7

9-Feb-15 40 5 5 0 0 10

10-Feb-15 41 6 8 1 0 15

32 20 5 5 62 Weekly Totals


UPCOMING EVENTS
· Continuation of Phase 1/2 FD, waiting on WALLOPS support 
· Moving on to Phase 3 for central file hub, deliveries
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