DRAFT_2
EO-1 Weekly Status Week of Jan 08, 2014 – Jan 14, 2014
Day of Year 008 - 014
Mission Day 4844 – 4850
Earth Observing One (EO-1) - General
Instruments

· Scheduled  122 science Data Collection Events (DCEs) 

· Lost 5 images at a WGS pass listed below.

· Performed Instrument calibration

· Ali Internal Cal II at 013/00:39z

Technology Activities

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· Not performing the Lunar Calibration until changes are made to either limits or the calibration

· Tested and implemented the script to help implement TDRS contacts on the Real Time systems

· Creating graphs and reviewing power levels during nominal Lunar Calibrations to determine the best course of action

· Working with Power group to determine what can be done about the power level triggering point

· Looking through mission records to try and find and data on minimum voltages for our battery.

· Designing the added steps to add goal upload automation to 32K TDRS supports

· Blind acquisition of 32k TDRS adds goal upload automation (with question / response) if desired

· The current format of products prohibits the automation of 32k tdrs (either all TDRS or none) 

· Determining which format changes would let goal automation be added to automation for TDRS 32k only

· Working with FSW personnel to change TSM 54 (Battery Differential Voltage) limits.

· Finishing up preparing the Flight Software Lab to test the onboard TSM changes for battery differential voltage

· New FEDS and ASIST system being completed and tested before lab is ready

· Preparing to test TSM changes in FSW lab

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.

· Trending the x-band positive phase current mnemonic

Mission Planning

· Planning to migrate new ASPEN code to ASPEN1 (our primary ASPEN system) on 14/016

· Changed due to system admin schedule

· Working with ASPEN developers to configure various Lunar Calibration sequences 

· Investigating the steps needed to perform an HSI solar cal from an ATS load

· Working with ASPEN developer on solar calibration

· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day

Flight Dynamics 

· Monitored changed delivery scripts that send to the new IP address for EDC

· Primary system works fine, backup flight dynamics system needs to be put into the firewall at EDC for the new system there

· Running another 5 year ephemeris to determine MLT times 

Central File Hub

· Phase one tests are ready for outside entity delivery.
· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase 2 FD scripts have no changes from Phase 1 scripts
· All non-FD scripts are implemented Phase 2 

· Beginning to outline possible delivery structures for the central file hub
System Administration

· Submitted and received NAMS access for GSFC FPD IT-Sec Sharepoint and Agency RSA SecurID Token.  Subscribed to the gsfc-400-other-itsec-mgmt email list in order to access the block list reports, software downloads, etc. from sharepoint.

· Still waiting for the EDC to implement a new firewall rule for the Waldorf2 computer so that the backup computer can send data to the EDC if needed.

· Completed the periodic reboot of the primary string of operational computers (13 computers completed).  A chkdsk/fsck is performed on each system during this routine maintenance.

· nvestigated error message on Statler2 computer during reboot.  Error is related to the external f drive, which stores the backups.  Will investigate further to determine whether or not the external hard drive needs to be replaced.

· Coordinated with the FOT and data processing personnel regarding a problem with the data processing computers (DPS05 and DPS04) disk space filling up.  Larry was able to come in after hours and resolve problem. 

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logserver, and MOC CNE computer.

· Created weekly tapes.

GROUND AND SPACE NETWORK

Station Downtimes 


· HGS is down with no estimated uptime

Operational Discrepancies:

· WGS pass at 008/02:20z had garbled x-band data making the scenes received unusable

· Loss of 5 scenes 


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

8-Jan-14 8 5 3 1 0 9

9-Jan-14 9 5 4 1 0 10

10-Jan-14 10 5 3 1 0 9

11-Jan-14 11 6 3 1 0 10

12-Jan-14 12 5 3 1 0 9

13-Jan-14 13 4 5 0 0 9

14-Jan-14 14 7 3 1 0 11

37 24 6 0 67 Weekly Totals


UPCOMING EVENTS

· Continuation of Phase 1 FD, waiting on WALLOPS support 

· Migration of the ASPEN changes from Aspen32 to Aspen1

The total number of ALI scenes in the level-0 archive: 72472 

The total number of HYP scenes in the level-0 archive: 72211

The number of ALI level-0 scenes ingested in the past 7 days is 129 

The number of HYP level-0 scenes ingested in the past 7 days is 128
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		8-Jan-14		8		5		3		1		0		9

		9-Jan-14		9		5		4		1		0		10

		10-Jan-14		10		5		3		1		0		9

		11-Jan-14		11		6		3		1		0		10

		12-Jan-14		12		5		3		1		0		9

		13-Jan-14		13		4		5		0		0		9

		14-Jan-14		14		7		3		1		0		11

		Weekly Totals				37		24		6		0		67
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