DRAFT_2
EO-1 Weekly Status Week of Apr 02, 2014 – Apr 08, 2014
Day of Year 092 - 098
Mission Day 4928 – 4934
Earth Observing One (EO-1) - General
Instruments

· Scheduled  123 science Data Collection Events (DCEs) 

· Loss of (1) Scene, see the operational discrepancies section below for more information

· Performed Instrument Calibration 

· Conducted ALI Internal Cal 1 on 097/00:29z

Technology Activities

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health 

· Closed out SOAR for Lunar Calibration related safehold after a successful TSM 60 update and a successful nominal/HYP LCAL.

· Successfully executed all ATS loads to support USN test

· Reviewing options to replace existing OLD CNE computers. 

· Checked windows 7 upgrade options

· Reviewing the EOMP report

· Reviewing already existing PROCs that can assist with spacecraft power down

· Gathering a list of new PROCs that would need to be created

· Researching mnemonics for ground limit changes after TSM 54/60 updates

· Trending lunar calibrations to see power change overtime

· Want to get at least 2 nominal LCALs before any modifications

· Designing the added steps to add goal upload automation to 32K TDRS supports

· The current format of products prohibits the automation of 32k tdrs (either all TDRS or none) 

· Determining which format changes would let goal automation be added to automation for TDRS 32k only 

· Testing partial format changes that would allow for TDRS goal automation

Mission Planning

· Preparing for Nominal/HYP only LCALs on DOY 105

· Researching UDAPs for possible Delta-V maneuvers 

· Making changes to MOC scripts for lunar calibrations to reduce manual changes and edits.

· Worked with White Sands to incorporate schedule changes due to wallops x-band data playback testing.

· Completed USN Hawaii/Australia Antenna Angle test supports 

· Looking into testing with SG2 antenna as a backup to SG1

· Working with ASPEN developers to configure various Lunar Calibration sequences 

Flight Dynamics 

· Preparing for Nominal/HYP only LCALs on DOY 105

· Researching DELTA-V maneuvers 

· Ran EO-1 De-orbit scenarios

· Monitored the changed delivery scripts that send to the new IP address for EDC

· Primary system works fine, backup flight dynamics system needs to be put into the firewall at EDC for the new system there

· Ran a 5 year ephemeris to determine MLT times 

Central File Hub

· Phase one tests are ready for outside entity delivery.
· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase 2 FD scripts have no changes from Phase 1 scripts
· All non-FD scripts are implemented Phase 2 

· Beginning Phase 3 work on deliveries for the central file hub
· Creating test file structure for central file hub deliveries
· Tested  password less ssh between FD systems and file hubs successfully

· Tested script to put FD products onto file hubs successfully, modifying files as needed

· Reviewing current deliveries for products, emails, and destinations
· Creating test sample files for deliveries
· Designing delivery code architecture
· Reviewing timing of deliveries

System Administration

· Installed Windows 7 on 1 CNE Windows XP laptop (Rishabh’s).  Completed installing and configuring all necessary software (including Microsoft Office 2007 and all NASA required security software).  

· Prepared to begin the installation of Windows 7 on the other CNE Windows XP laptop (Ken’s).  Backed up the laptop to preserve all important data.

· Steve Marques submitted a waiver for the remaining 4 Windows XP computers, since the GPM computers will not be available until mid-May.  He requested that we have until June 20 to upgrade these 4 computers to Windows 7.

· Still waiting for the EDC to implement a new firewall rule for the Waldorf2 computer so that the computer can send data to the EDC if needed.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logserver, and MOC CNE computer. 

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 


· HGS is down with no estimated uptime

Operational Discrepancies:

· Loss of (1) scene
· Downlink: 2014:095:01:51:02 2014:095:02:02:01 WPS

· Problem:  Antenna tracked on noise (CDS #262102)


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

2-Apr-14 92 6 3 1 0 10

3-Apr-14 93 6 3 1 0 10

4-Apr-14 94 5 5 1 0 11

5-Apr-14 95 6 3 1 0 10

6-Apr-14 96 4 4 0 0 8

7-Apr-14 97 5 6 0 0 11

8-Apr-14 98 6 4 1 0 11

38 28 5 0 71 Weekly Totals


UPCOMING EVENTS

· Preparing for Nominal/HYP only LCALs on DOY 105

· Continuation of Phase 1/2 FD, waiting on WALLOPS support 

· Moving on to Phase 3 for central file hub, deliveries

The total number of ALI scenes in the level-0 archive: 73919
The total number of HYP scenes in the level-0 archive: 73660

The number of ALI level-0 scenes ingested in the past 7 days is 134
The number of HYP level-0 scenes ingested in the past 7 days is 133
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		2-Apr-14		92		6		3		1		0		10

		3-Apr-14		93		6		3		1		0		10

		4-Apr-14		94		5		5		1		0		11

		5-Apr-14		95		6		3		1		0		10

		6-Apr-14		96		4		4		0		0		8

		7-Apr-14		97		5		6		0		0		11

		8-Apr-14		98		6		4		1		0		11

		Weekly Totals				38		28		5		0		71
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