DRAFT_2
EO-1 Weekly Status Week of June  11, 2014 – June  17, 2014
Day of Year 162 - 168
Mission Day 4999 - 5005
Earth Observing One (EO-1) - General
Instruments

· Scheduled  124 science Data Collection Events (DCEs) 

· Lost (1) image, see operational discrepancies section below for more information

· Performed Instrument Calibration 

· Conducted ALI Internal Cal 2 at 167/00:00z

Technology Activities

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· Successfully conducted the Lunar Calibration

· Scheduled a TDRS support at 163/19:15-19:25z to monitor EO-1 vs. 30975 with a miss distance of > (~700m). 

· Pass was to oversee the SOH of EO-1. 

· Updated CM plan documents and network plan documents

· Reviewing two operations systems (FD machines) to see if it is possible to use different software and move to Windows 7

· Reviewing the EOMP report

· Reviewing already existing PROCs that can assist with spacecraft power down

· Gathering a list of new PROCs that would need to be created

· Reviewing EO-1 center of mass properties

· Researched mnemonics for ground limit changes after TSM 54/60 updates

· Preparing new limits for these mnemonics

· Designing the added steps to add goal upload automation to 32K TDRS supports

· The current format of products prohibits the automation of 32k tdrs (either all TDRS or none) 

· Determining which format changes would let goal automation be added to automation for TDRS 32k only 

· Testing partial format changes that would allow for TDRS goal automation

· Adding a goal/sensorweb upload capability will enhance the ability to send up sensorwebs and goal files to the spacecraft. 

Mission Planning

· Created LCAL ATS Load

· Created scripts to generate DeltaV UDAPs based on MCF files and slew files

· Working with AS1/AS3 personnel to setup shadow passes for x-band testing

· Shadow passes have been going well

· X-Band received from them looks nominal

· Worked with White Sands to schedule more tests for USN ATNs in Australia and Hawaii

· Working with ASPEN developers to configure various Lunar Calibration sequences 

· Bringing back Modified Lunar Calibrations

Flight Dynamics 
· Created LCAL FD products 

· Reviewing image angle data

· Researching Modified Lunar Calibrations to be resumed once MP is ready for them

· Reviewing LUNAR angles 

Central File Hub
· Phase one tests are ready for outside entity delivery.
· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase 2 FD scripts have no changes from Phase 1 scripts
· All non-FD scripts are implemented Phase 2 

· Beginning Phase 3 work on deliveries for the central file hub
· Creating test file structure for central file hub deliveries
· Tested  password less ssh between FD systems and file hubs successfully

· Tested script to put FD products onto file hubs successfully, modifying files as needed

· Reviewing current deliveries for products, emails, and destinations
· Creating test sample files for deliveries
· Designing delivery code architecture
· Reviewing timing of deliveries

System Administration

· MSGRS Request #006-0073 (ssh access into dps04 and dps05 for scientist’s new server) has been completed by Andrew Wells.  Lawrence Ong validated that the firewall rules work.

· Coordinated with the FOT and the IONet scanning team in order to set up a time for the EO-1 quarterly scans and the OpenSSL vulnerability scan.  This scanning is to occur on 6/18/14 during a non-pass time period.

· Installed the June Microsoft updates and Adobe Flash Player 14.0.0.125 on the non-operational CNE computers.

· Worked on mitigating the Foundstone medium vulnerability on the ALICE laser printer.  Disabled the SNMP service.

· Received request from Lawrence Ong to add another host to have access into dps04 and dps05 computers. 

· Still waiting for the EDC to implement a new firewall rule for the Waldorf2 computer so that the computer can send data to the EDC, if needed.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logserver, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down with no estimated uptime

Operational Discrepancies:

· Downlink: 2014:167:18:32:52 2014:167:18:43:28 PF1

· Problem:  X-Band data received was good for about 7 minutes and then garbled.

· Result:   Loss of (1) scene


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

11-Jun-14 162 6 4 1 0 11

12-Jun-14 163 6 3 0 1 10

13-Jun-14 164 7 3 0 0 10

14-Jun-14 165 5 4 0 0 9

15-Jun-14 166 5 5 1 0 11

16-Jun-14 167 5 3 1 0 9

17-Jun-14 168 5 4 1 0 10

39 26 4 1 70 Weekly Totals


UPCOMING EVENTS

· Continuation of Phase 1/2 FD, waiting on WALLOPS support 

· Moving on to Phase 3 for central file hub, deliveries

The total number of ALI scenes in the level-0 archive: 75117
The total number of HYP scenes in the level-0 archive: 74860

The number of ALI level-0 scenes ingested in the past 7 days is 138
The number of HYP level-0 scenes ingested in the past 7 days is 138
[image: image2.png]



3

_1466499979.xls
Sheet1

		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		11-Jun-14		162		6		4		1		0		11

		12-Jun-14		163		6		3		0		1		10

		13-Jun-14		164		7		3		0		0		10

		14-Jun-14		165		5		4		0		0		9

		15-Jun-14		166		5		5		1		0		11

		16-Jun-14		167		5		3		1		0		9

		17-Jun-14		168		5		4		1		0		10

		Weekly Totals				39		26		4		1		70





Sheet2

		





Sheet3

		






