DRAFT_2
EO-1 Weekly Status Week of Dec 03, 2014 – Dec 09, 2014
Day of Year 337 - 343
Mission Day 5170 - 5176
Earth Observing One (EO-1) - General
Instruments

             Scheduled  88 science Data Collection Events (DCEs) 

· Loss of (1) scene, see the discrepancies section below for further details  

Performed Instrument Decontamination Cycle 

· Conducted HSI deicing from 342/00:25z to 342/15:15z

· Conducted ALI out-gassing from 342/00:35z to 342/15:25z

Performed Instrument Calibration 

· Conducted Solar Array Characterization on 340/10:53z

· Conducted HSI Solar Calibration on 342/20:48z

Technology Activities

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· Scheduled (2) TDRS supports to monitor a possible conjunction with COSMOS Debris on DOY 342 at 22:50:30

· EO-1 functioned nominally 

· The Debris posed no threat 

· Successfully conducted the Hyperion only lunar calibration and the nominal lunar calibration

· The Hyperion only LCAL was on DOY 340 

· The Nominal LCAL was on DOY 341 

· The ACS_GPS_CI_CHECK procedure was added to routine operations AOS procedures. This proc will:

· Reset ACS flags or GPS parity errors or CI counter when tripped. 

· Updated ground limits for the end of night voltage and busfdc voltage

· Waiting to hear back from AS1/AS3 personnel to setup shadow passes 

· The AS1/AS3 Antennas are due to replace PF1/PF2

· Need to test the following at the AS1/3 Antennas prior to certification:

· S-band capability

· X-band capability

· Track Data capability 

· Reviewing the EOMP report

· Reviewing already existing PROCs that can assist with spacecraft power down

· Gathering a list of new PROCs that would need to be created

· Reviewing EO-1 center of mass properties

· Designing the added steps to add goal upload automation to 32K TDRS supports

· The current format of products prohibits the automation of 32k tdrs (either all TDRS or none) 

· Determining which format changes would let goal automation be added to automation for TDRS 32k only 

· Testing partial format changes that would allow for TDRS goal automation

· Adding a goal/sensorweb upload capability will enhance the ability to send up sensorwebs and goal files to the spacecraft. 

Mission Planning

· Created an ATS load containing (2) TDRS supports for DOY 342 to support conjunction monitoring 

· Created the mission plan for upcoming lunar calibrations on 12/6-12/7

· Testing ASPEN32 system after patching 

· Changed all PF1 passes to PF2 for passes from DPY 323/2014 onwards. 

· Testing scripts to generate DeltaV UDAPs based on MCF files and slew files based on old maneuvers

· Rewriting the Lunar Calibration procedure and testing the changes

· The procedure has been written, testing to ensure the correctness of the procedure

· Rewriting the TDRS contact procedure and testing the changes

· First set of tests worked well

· Working with ASPEN developers to configure various Lunar Calibration sequences 

· Bringing back Modified Lunar Calibrations

Flight Dynamics 

· Generated Lunar Calibration times for 12/6-12/7

· Creating an Everyday FD orbit determination scenario on the backup FD machine.  

· Wrote a rough draft of delta-v planning procedures

· Rewriting the Lunar Calibration procedure and testing the changes

· Rewriting the TDRS contact procedure and testing the changes

· First set of tests worked well

· Researching Modified Lunar Calibrations to be resumed once MP is ready for them

· Reviewing LUNAR calibration angles 

Central File Hub

· Phase one tests are ready for outside entity delivery.
· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase 2 FD scripts have no changes from Phase 1 scripts
· All non-FD scripts are implemented Phase 2 

· Beginning Phase 3 work on deliveries for the central file hub
· Central file hub delivery structure set

· Passwordless ssh set up from FD to eo1out and eo1in to and from eo1out

· Script to put FD products onto file hubs is complete and ready for use

· Script to sort FD products into destination directories is complete and ready for use

· Base delivery script completed

· Designing delivery code architecture

· Reviewing current deliveries for products, emails, and destinations

· Delivery will be completed via FD computers as is the current standard

System Administration

· Still awaiting testing of bash patch on dps05 and judo2

· All MOC linux systems except dps04, fluflu2, gateway and gateway2 have had the bash patch applied.

· Repaired DPS05.  Errors were caused by the Clonezilla live CD when taking an image.

· Applied November patches to Statler2 and Waldorf2

· Applied November patches to L. Alexander’s, S. Etchison’s and R. Maharaja’s CNE computers

· Imaged eo1aspen32 and attempted to upgrade it.  A number of unsatisfied dependencies cause the upgrade to fail.  This is under investigation.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logs server, and a full backup of the MOC CNE computer.  Created weekly tape.

· Still awaiting testing of bash patch on dps05 and judo2

· All MOC linux systems except dps04, fluflu2, gateway and gateway2 have had the bash patch applied.

· Worked on patching eo1aspen32 to RHEL 5.11

· Verified monthly tape

· Merged and purged backups

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logs server, and a full backup of the MOC CNE computer.  Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 


· HGS is down with no estimated uptime

Operational Discrepancies:

· Downlink:  2014:343:01:13:00 2014:343:01:23:29 WPS 

· Problem: Valid data, then garbled data during remainder of pass 

· Result: Loss of one [1] scene


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

3-Dec-14 337 5 4 1 0 10

4-Dec-14 338 5 4 1 0 10

5-Dec-14 339 4 3 1 0 8

6-Dec-14 340 6 3 1 0 10

7-Dec-14 341 5 4 1 0 10

8-Dec-14 342 1 9 0 2 12

9-Dec-14 343 3 7 0 0 10

29 34 5 2 70 Weekly Totals


UPCOMING EVENTS

· Continuation of Phase 1/2 FD, waiting on WALLOPS support 

· Moving on to Phase 3 for central file hub, deliveries



The total number of ALI scenes in the level-0 archive: 78195
The total number of HYP scenes in the level-0 archive: 77942

The number of ALI level-0 scenes ingested in the past 7 days is 119
The number of HYP level-0 scenes ingested in the past 7 days is 116
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		3-Dec-14		337		5		4		1		0		10

		4-Dec-14		338		5		4		1		0		10

		5-Dec-14		339		4		3		1		0		8

		6-Dec-14		340		6		3		1		0		10

		7-Dec-14		341		5		4		1		0		10

		8-Dec-14		342		1		9		0		2		12

		9-Dec-14		343		3		7		0		0		10

		Weekly Totals				29		34		5		2		70
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