DRAFT_2
EO-1 Weekly Status Week of Aug 20, 2014 – Aug 26, 2014
Day of Year 232 - 238
Mission Day 5063 - 5069
Earth Observing One (EO-1) - General
Instruments

· Scheduled  111 science Data Collection Events (DCEs) 

· Received all DCEs successfully 

· Performed Instrument Calibration 

· Conducted ALI Internal Cal 1 at 237/00:29z

Technology Activities

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· Monitored a possible conjunction with a piece of COSMOS debris on DOY 232/22:35

· CA summary:

· On 8/14/14 the EO-1 FOT was made aware of a possible conjunction with COSMOS 2251 DEB (34742) debris. The miss distance at that time was ~890m with a probability to the (-4th) power. The probability rose and the miss distance decreased on Friday and the weekend as well. On Monday 8/18/14, the CARA team reported that the Conjunction had a much higher probability and the EO-1 team was asked to start planning a maneuver. The EO-1 FOT put together a set of (8) ephemerides for the CARA team to Analyze. The piece of COSMOS debris was well tracked to about ~5 tracks per day. The EO-1 FOT planned a retrograde Delta_V ATS loads and a simple SN/GN passes only ATS Loads. Even through the miss distance kept decreasing, due to frequent and consistent tracking, the CARA team recommended not maneuvering. The EO-1 FOT on Wednesday (8/20/14) uplinked the SN/GN passes ATS load to the EO-1 spacecraft and monitored the conjunction event. The EO-1 spacecraft was unscathed at the predicted time of the conjunction (8/20/14 at 22:35z, the spacecraft was able to send out telemetry and receive commands. All passes were nominal.     
· Blocked OFF ASE times from 232/1630z-233/00:45z to cover a possible Delta_V and conjunction. 

· Waiting to hear back from AS1/AS3 personnel to setup shadow passes 

· The AS1/AS3 Antennas are due to replace PF1/PF2

· Need to test the following at the AS1/3 Antennas prior to certification:

· S-band capability

· X-band capability

· Track Data capability 

· Working with the SGSS project and its effort to update the SN ground segment

· Checking max command length and other parameters requested by the SGSS group

· Reviewing the EOMP report

· Reviewing already existing PROCs that can assist with spacecraft power down

· Gathering a list of new PROCs that would need to be created

· Reviewing EO-1 center of mass properties

· Updated limits for mnemonics after TSM 54/60 updates

· Designing the added steps to add goal upload automation to 32K TDRS supports

· The current format of products prohibits the automation of 32k tdrs (either all TDRS or none) 

· Determining which format changes would let goal automation be added to automation for TDRS 32k only 

· Testing partial format changes that would allow for TDRS goal automation

· Adding a goal/sensorweb upload capability will enhance the ability to send up sensorwebs and goal files to the spacecraft. 

Mission Planning

· Prepared mission planning ATS loads for a possible Delta_V due to a possible conjunction on DOY 232/22:35z

· Scheduled TDRS supports to monitor a possible Delta_v and the conjunction. 

· Created the UDAPs for Lunar Calibrations on DOY 223

· Testing scripts to generate DeltaV UDAPs based on MCF files and slew files based on old maneuvers

· Rewriting the Lunar Calibration procedure and testing the changes

· The procedure has been written, testing to ensure the correctness of the procedure

· Rewriting the TDRS contact procedure and testing the changes

· First set of tests worked well

· Working with ASPEN developers to configure various Lunar Calibration sequences 

· Bringing back Modified Lunar Calibrations

Flight Dynamics 

· Prepared Delta_V products for a possible conjunction on DOY 232/22:35z

· Rewriting the Lunar Calibration procedure and testing the changes

· Rewriting the TDRS contact procedure and testing the changes

· First set of tests worked well

· Reviewing WGS pass angle data

· Reviewing image angle data

· Researching Modified Lunar Calibrations to be resumed once MP is ready for them

· Reviewing LUNAR angles 

Central File Hub

· Phase one tests are ready for outside entity delivery.
· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase 2 FD scripts have no changes from Phase 1 scripts
· All non-FD scripts are implemented Phase 2 

· Beginning Phase 3 work on deliveries for the central file hub
· Creating test file structure for central file hub deliveries
· Tested  password less ssh between FD systems and file hubs successfully

· Tested script to put FD products onto file hubs successfully, modifying files as needed

· Reviewing current deliveries for products, emails, and destinations
· Creating test sample files for deliveries
· Designing delivery code architecture
· Reviewing timing of deliveries

System Administration

· Supported the FOT during the day of the possible EO-1 conjunction (8/20/14).  

· Received email from NASA IT Security regarding the expedited update to Adobe Reader software.  Installed the new version 11.0.0.8 on all CNE Windows computers.

· Opened MOCR #347 to apply expedited updates Adobe Reader 11.0.0.8 and Adobe Flash Player (version 14.0.0.176 and 14.0.0.179) on the operational Windows computers.  Completed MOCR #347 by installing these expedited updates on the operational Windows computers.

· Installed the NASA Firefox Configuration Extension (NFCE) 2014.2 software on all CNE Windows computers.  This software configures the Firefox browser for PIV smartcard use and has the most recent certificates needed to trust system certificates and smartcards.

· Shutdown 2 computers in the Flight Software Lab in order for PDU work to be done.

· Began installing the August Microsoft updates on 2 of the 3 operational Windows computers.  

· Discussed deleting the firewall rule number 011-0002 with Ken Sterling and the FOT since this rule is to allow the Flight Software developers to send DTN (Delay Tolerant Network) requests from FSWDEV (located in the B25 software lab) to Sling and there has been no DTN work in about 1.5 years. 

· Received several emails from the NASA Security Operations Center regarding the following security advisories: improperly issued SSL certificates, OpenSSL security vulnerabilities, and a Microsoft cumulative security update.  Began investigating the actions needed to mitigate these security issues.

· Completed SATERN training course titled GSFC Environmental Awareness Training 14.

· Still waiting for the EDC to implement a new firewall rule for the Waldorf2 computer so that the computer can send data to the EDC, if needed.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logserver, and MOC CNE computer.

· Created weekly tape.

· Created full monthly backup of the MOC CNE computer.

GROUND AND SPACE NETWORK

Station Downtimes 


· HGS is down with no estimated uptime

Operational Discrepancies:

· None to report at this time 


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

20-Aug-14 232 6 1 1 3 11

21-Aug-14 233 4 5 1 0 10

22-Aug-14 234 5 4 1 0 10

23-Aug-14 235 4 5 1 0 10

24-Aug-14 236 5 4 1 0 10

25-Aug-14 237 5 2 1 0 8

26-Aug-14 238 4 6 1 0 11

33 27 7 3 70 Weekly Totals


UPCOMING EVENTS

· Next Lunar Calibrations on DOY 252

· Continuation of Phase 1/2 FD, waiting on WALLOPS support 

· Moving on to Phase 3 for central file hub, deliveries
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