

EO-1 Weekly Report


	Earth Observing – 1

	Oct 15, 2014 – Oct 21, 2014

	DOY
	288
	–
	294

	Mission Day
	5120
	–
	5126


EO-1 SPACECRAFT

Instruments

· Scheduled  135 science Data Collection Events (DCEs) 
· Received all images 
· Performed Instrument Calibration 

· Conducted ALI Internal Calibration 1 at 293/01:39z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· Planned to halt imaging activities onboard the spacecraft on DOY 296 during the lunar occultation. The moon will get in between the spacecraft and the sun causing less availability of solar power. All S-band supports will be conducted out of the ATS loads during the time frame of 296/19:45-297/00:30. The ATS load has been uploaded to the spacecraft.   
· Updated ground limits for the end of night voltage and busfdc voltage

· Waiting to hear back from AS1/AS3 personnel to setup shadow passes 
· The AS1/AS3 Antennas are due to replace PF1/PF2

· Need to test the following at the AS1/3 Antennas prior to certification:

· S-band capability

· X-band capability

· Track Data capability 

· Working with the SGSS project and its effort to update the SN ground segment

· Checking max command length and other parameters requested by the SGSS group
· Reviewing the EOMP report

· Reviewing already existing PROCs that can assist with spacecraft power down

· Gathering a list of new PROCs that would need to be created

· Reviewing EO-1 center of mass properties

· Designing the added steps to add goal upload automation to 32K TDRS supports
· The current format of products prohibits the automation of 32k tdrs (either all TDRS or none) 

· Determining which format changes would let goal automation be added to automation for TDRS 32k only 
· Testing partial format changes that would allow for TDRS goal automation
· Adding a goal/sensorweb upload capability will enhance the ability to send up sensorwebs and goal files to the spacecraft. 
Mission Planning
· Created an ATS load to support S-band supports from 296/19:45-297/00:30.

· Created Lunar Calibration UDAPs and ATS load for the Nominal and HYP_Only lunar calibrations

· Sent out a Lunar Calibration plan for DOY 282

· Testing scripts to generate DeltaV UDAPs based on MCF files and slew files based on old maneuvers
· Rewriting the Lunar Calibration procedure and testing the changes

· The procedure has been written, testing to ensure the correctness of the procedure

· Rewriting the TDRS contact procedure and testing the changes

· First set of tests worked well

· Working with ASPEN developers to configure various Lunar Calibration sequences 
· Bringing back Modified Lunar Calibrations

Flight Dynamics 
· Updated Mean Local Time (MLT) at the descending node plots.  

· Checked FD products to determine the date of next lunar occultation. 

· Wrote a rough draft of delta-v planning procedures

· Rewriting the Lunar Calibration procedure and testing the changes

· Rewriting the TDRS contact procedure and testing the changes

· First set of tests worked well

· Reviewing WGS pass angle data

· Reviewing image angle data

· Researching Modified Lunar Calibrations to be resumed once MP is ready for them
· Reviewing LUNAR angles 

Central File Hub
· Phase one tests are ready for outside entity delivery.
· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase 2 FD scripts have no changes from Phase 1 scripts
· All non-FD scripts are implemented Phase 2 

· Beginning Phase 3 work on deliveries for the central file hub
· Central file hub delivery structure set
· Passwordless ssh set up from FD to eo1out and eo1in to and from eo1out
· Script to put FD products onto file hubs is complete and ready for use
· Script to sort FD products into destination directories is complete and ready for use

· Base delivery script completed

· Designing delivery code architecture

· Reviewing current deliveries for products, emails, and destinations

· Delivery will be completed via FD computers as is the current standard
System Administration

· Reviewed the Quiver/Quiver2 boot procedures with Ken Sterling.  He said the boot results have not been consistent.  As long as the system comes up normally, use a normal boot procedure.

· Downloaded non-Microsoft patches for Windows systems.

· Patched eo1hopper.  After patching the system would not boot.  I have requested assistance from Lisa Dobbins.  After much research, the system was restored to service October 21.

· Installed Office 2013 32 bit and Windows patches for October on MOC CNE system.

· Applied October patches to Rishabh Maharaja’s laptop (includes Office 2013 32 bit).

· Patched WhiteLime and turned it over to Ben Holt for his use (includes Office 2013 32 bit).

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logs server, and MOC CNE computer. 

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down with no estimated uptime
Operational Discrepancies:

· None to report at this time

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

15-Oct-14 288 6 4 1 0 11

16-Oct-14 289 6 6 1 0 13

17-Oct-14 290 5 4 1 0 10

18-Oct-14 291 5 5 0 0 10

19-Oct-14 292 6 5 1 0 12

20-Oct-14 293 6 3 1 0 10

21-Oct-14 294 6 4 1 0 11

40 31 6 0 77 Weekly Totals


UPCOMING EVENTS
· Continuation of Phase 1/2 FD, waiting on WALLOPS support 
· Moving on to Phase 3 for central file hub, deliveries
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