

EO-1 Weekly Report


	Earth Observing – 1

	February 26, 2014 – March 04, 2014

	DOY
	057
	–
	063

	Mission Day
	4893
	–
	4899


EO-1 SPACECRAFT

Instruments

· Scheduled  128 science Data Collection Events (DCEs) 
· Received all images
· Performed Instrument Decontamination Cycle 

· Conducted HSI deicing from 062/00:25z to 062/15:15z
· Conducted ALI outgassing from 062/00:35z to 062/15:25z

· Performed Instrument calibration
· Solar Array Characterization at 062/09:45z
· Conducted HSI Solar Calibration at 063/12:03z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· On 19:20z the FOT performed the following activities: 

· Down linked original table 33 (without TSM 54 threshold 2 and 4 changes)

· Uplinked modified table 33 (modified TSM 53 threshold 2 and 4)

· Verified the changes and committed it onboard
· The FOT will be monitoring the TSM 54 change over the next week and if all proceeds as expected, the FOT will have the Operations Instruction for changing TSM 60 (Battery Voltage) next week in preparation for a Lunar Calibration on the 17th of March 2014. 

· Dumped table 33 from RAM to get the TSM 54 and 60 threshold values 

· Reviewed procedures necessary to make TSM threshold changes

· Trending lunar calibrations to see power change overtime

· Not performing the Nominal Lunar Calibration until changes are made to either limits or the calibration
· Working with Power group to change limits

· Talked with the TRMM FOT to see what their limits are. TRMM and EO-1 fly the same battery. 

· Designing the added steps to add goal upload automation to 32K TDRS supports
· The current format of products prohibits the automation of 32k tdrs (either all TDRS or none) 

· Determining which format changes would let goal automation be added to automation for TDRS 32k only 
· Testing partial format changes that would allow for TDRS goal automation
· Reviewing x-band power constraints for image and pass scheduling using ASPEN.

· Trending the x-band positive phase current mnemonic
Mission Planning
· Migrated new ASPEN code to ASPEN1 (our primary ASPEN system) 

· Successfully tested the normal operations

· Making changes to MOC scripts for lunar calibrations to reduce manual changes and edits.

· Worked with White Sands to incorporate schedule changes due to wallops x-band data playback testing.

· Working with ASPEN developers to configure various Lunar Calibration sequences 
· Investigating the steps needed to perform an HSI solar cal from an ATS load

· Working with ASPEN developer on solar calibration

· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day

Flight Dynamics 
· Monitored the changed delivery scripts that send to the new IP address for EDC

· Primary system works fine, backup flight dynamics system needs to be put into the firewall at EDC for the new system there

· Running a 5 year ephemeris to determine MLT times 
Central File Hub
· Phase one tests are ready for outside entity delivery.
· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase 2 FD scripts have no changes from Phase 1 scripts
· All non-FD scripts are implemented Phase 2 
· Beginning Phase 3 work on deliveries for the central file hub
· Creating test file structure for central file hub deliveries
· Tested  password less ssh between FD systems and file hubs successfully
· Tested script to put FD products onto file hubs successfully, modifying files as needed
· Reviewing current deliveries for products, emails, and destinations
· Creating test sample files for deliveries
· Designing delivery code architecture
· Reviewing timing of deliveries
System Administration

· Wrote MOCR #332 to apply Feb 2014 Microsoft updates/patches to the operational Windows computers.

· Installed the Feb 2014 Microsoft updates/patches on all operational Windows Computers.

· Delivered the December 2013 monthly tape to the Mission Library.

· Began updating the system administrator root password on the EO-1 computers.  Still need to update the root password on all Windows computers and the Flight Software Lab computers.

· Added the reskins and ldobbins user accounts on the backup server (rack computer).

· Added the nsauls, reskins, and ldobbins user accounts on the backup gateway (Gateway2) computer.

· Completed monthly cleanup of the EO-1 backup server.  Ran the scripts to migrate the weekly backups into monthly folders and purge old backups.

· Performed periodic review of the EO-1 Visitor Log in the MOC.

· Still waiting for the EDC to implement a new firewall rule for the Waldorf2 computer so that the backup computer can send data to the EDC if needed.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logserver, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down with no estimated uptime
Operational Discrepancies:

· None

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

26-Feb-14 57 6 3 1 0 10

27-Feb-14 58 6 1 1 0 8

28-Feb-14 59 5 3 1 0 9

1-Mar-14 60 5 2 0 0 7

2-Mar-14 61 6 2 1 0 9

3-Mar-14 62 1 9 0 0 10

4-Mar-14 63 5 5 0 0 10

34 25 4 0 63 Weekly Totals


UPCOMING EVENTS
· TSM 60 threshold changes
· Lunar Calibrations on 17th March 2014

· Continuation of Phase 1/2 FD, waiting on WALLOPS support 
· Moving on to Phase 3 for central file hub, deliveries
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