DRAFT_2
EO-1 Weekly Status Week of Nov 13, 2013 – Nov 19, 2013
Day of Year 317 - 323
Mission Day 4794 – 4800
Earth Observing One (EO-1) - General
Instruments

· Scheduled  129 science Data Collection Events (DCEs) 

· Lost 7 DCEs see the operational discrepancies report below for more details.

· Performed Instrument calibration

· ALI internal calibration 1 at 323/21:29z
Technology Activities

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· Conducted two lunar cals on DOY 322

· HYP only lunar cal on DOY 322/01:41z

· Nominal lunar cal on DOY 322/06:41z

· Designing the added steps to add goal upload automation to 32K TDRS supports

· Blind acquisition of 32k TDRS adds goal upload automation (with question / response) if desired

· Working on adding it to nominal operations

· Working with FSW personnel to change TSM 54 (Battery Differential Voltage) limits.

· Finishing up preparing the Flight Software Lab to test the onboard TSM changes for battery differential voltage

· New FEDS and ASIST system being completed and tested before lab is ready

· Preparing to test TSM changes in FSW lab

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.

· Trending the x-band positive phase current mnemonic

Mission Planning

· Planned Lunar Calibrations on DOY 322

· GN stations PF1and PF2 were down from 318/06:40z-322/14:00z due to commercial power outage. 

· Worked with white sands to modify the schedule for DOYs 321 and 322 to avoid additional DCE losses.

· Eo-1 schedule from 318/06:40z-322/14:00z wasn’t modified due to already loaded Goal Files. 

· ASPENWEB has been fully tested with the new ASPEN code, the system performed well

· Ready to migrate new ASPEN code to ASPEN1 (our primary ASPEN system)

· Migrated ASPEN32 ASPEN code to ASPENWEB

· Tested various lunar calibrations on ASPEN32

· Modifying lunar calibration generation scripts on ASPEN32

· Testing and verifying the script to combine all lunar calibrations in one UDAP 

· Testing and verifying the lunar calibration changes

· Lunar Calibration changes work for Single HSI only, and nominal

· AC commands are removed successfully

· All timing changes are working as expected

· Testing changes to ASPEN on the sandbox and then migrating them to the primary.

· ASPEN32 testing of TDRS and Lunar Calibrations have been tested and will be migrated to ASPEN1 soon

· Working with ASPEN developers to configure various Lunar Calibration sequences 

· Requested a 4 scan HSI centered lunar calibration from the ASPEN developer

· Investigating the steps needed to perform an HSI solar cal from an ATS load

· Working with ASPEN developer on solar calibration

· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day

Flight Dynamics 

· Created all necessary LCAL products for the LCALs on DOY 322

· TR2 tracking data is working in conjunction with other ground stations

· Working with the conjunction assessment group on small discrepancies

· Looking into adding Range data to our Range-Rate data that we currently use for tracking data, this could improve results

Central File Hub

· Phase one tests are ready for outside entity delivery.
· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase two scripts are designed, created, and in-house tested. 
· Phase 2 scripts are all in place and working correctly

· Phase 2 FD scripts have no changes from Phase 1 scripts
System Administration

· Supported the A&A Assessment. This included the interview, physical walkthrough, and shoulder surfing activities.

· Responded to EO-1 Tech Engineers concerns regarding slow network performance with the primary Data Processing System.

· Checked the logs and restarted the network service. No errors reported.

· Running iotop program on the primary DPS showed 5 file transfers going on at the same time. The overall speed of the connections were fine, but each individual transfer seemed slow.

· Continued monitoring performance. Once the transferred completed performance was nominal.

· Began the process of updating ClamAV to version 0.98 on the EO-1 Linux computers (4 systems completed so far).

· Met with FOT members to discuss various approaches to migrating the Aspen releases to the primary/backup Mission Planning computers. Creating a list of directives whose contents should be preserved, etc.

· Continued to provide system administration cross training.

· Added new SA to the EO1_NDC_USERS group on the CNE admin computer to grant access to files in the C:\EO1 folder.

· Updated the list of members for the eo1-sa listserv.

· Created 2014 goals in Honeywell HPD site.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logserver and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 


· HGS is down with no estimated uptime

· GN stations PF1and PF2 were down from 318/06:40z-322/14:00z due to commercial power outage. 

Operational Discrepancies

· Downlink: 2013:319:03:35:02 2013:319:03:44:00 PF1

· Problem:  Poker Flat PF1 and PF2 Red for Commercial Power Outage

· Result:   Loss of two [2] scenes

· Downlink: 2013:320:05:46:27 2013:320:05:58:17 PF2

· Problem:  Poker Flat PF1 and PF2 Red for Commercial Power Outage

· Result:   Loss of three [3] scenes

· Downlink: 2013:320:07:24:52 2013:320:07:35:19 PF1

· Problem:  Poker Flat PF1 and PF2 Red for Commercial Power Outage

· Result:   Loss of two [2] scenes


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

13-Nov-13 317 5 3 1 0 9

14-Nov-13 318 6 4 1 0 11

15-Nov-13 319 6 5 1 0 12

16-Nov-13 320 6 4 0 0 10

17-Nov-13 321 6 4 1 0 11

18-Nov-13 322 4 4 0 0 8

19-Nov-13 323 6 3 0 0 9

39 27 4 0 70 Weekly Totals


UPCOMING EVENTS

· Modification of lunar calibration scripts

· Continuation of Phase 1 FD, waiting on WALLOPS support 

· Migration of the ASPEN changes from Aspen32 to Aspen1 and Aspenweb

The total number of ALI scenes in the level-0 archive: 71678
The total number of HYP scenes in the level-0 archive: 71415

The number of ALI level-0 scenes ingested in the past 7 days is 127
The number of HYP level-0 scenes ingested in the past 7 days is 128
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		13-Nov-13		317		5		3		1		0		9

		14-Nov-13		318		6		4		1		0		11

		15-Nov-13		319		6		5		1		0		12

		16-Nov-13		320		6		4		0		0		10

		17-Nov-13		321		6		4		1		0		11

		18-Nov-13		322		4		4		0		0		8

		19-Nov-13		323		6		3		0		0		9

		Weekly Totals				39		27		4		0		70
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