DRAFT_2
EO-1 Weekly Status Week of July 10, 2013 – July 16, 2013
Day of Year 191 - 197
Mission Day 4675 – 4681
Earth Observing One (EO-1) - General
Instruments

· Scheduled 153 science Data Collection Events (DCEs) 

· Lost 6 images over two SG1 passes listed below

· Performed Instrument calibration

· Conducted ALI Internal Calibration II at 196/00:00z
Technology Activities

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· Working with FSW personnel to change TSM 54 (Battery Differential Voltage) limits.

· Limit Levels have been decided upon and will coincide with TRMM who has the same type of battery as EO-1

· Designing the added steps to add goal upload automation to 32K TDRS supports

· Preparing the Lunar Calibrations to be a nominal calibration and the HSI only slow scan.

· Analyzing the plots and data on voltage and differential voltage

· Researching why ITPS won’t produce reports on some already ingested data 

· If the problem persists, the ITPS developer will be contacted

· Ingesting remaining data from year 2010

· Investigating the possibility of reducing the slew and settling time of the first image of the day.

· Reviewing UDAPs from years 2004 and 2005 to check slew times

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.

· Investigating the X-band Phased Array Antenna +5V #1 current monitor mnemonic

· Looking at possible FDCs that are associated with the X-Band phased array antenna current

· Gathered Data for a plot to inspect the current values

· The mnemonic yellow limit is reached during WGS night time X-band support

Mission Planning

· Creating nominal and HSI only lunar calibrations

· Investigating the steps needed to perform an HSI solar cal from an ATS load

· Working with ASPEN developer on solar calibration

· Suggested a new function be added to ASEPN that would allow for HSI solar cal single activity UDAP generation.

· A new person is working at ASPEN to develop the needed functionality

· Working with the ASPEN developer to allow the ingestion of 32K TDRS supports into ASPEN

· The ASPEN developer will add RTS45 related commands to the ASPEN system to allow for TDRS 32K UDAP generation.

· A new person is working at ASPEN to develop the needed functionality

· Completed a comparison script for selected targets and goal files

· Testing of the script is ongoing

· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day

· Working with ASPEN developers to configure various Lunar Calibration sequences 

· Created an excel spreadsheet to outline the timing intervals for the HSI only LCAL

Flight Dynamics 

· Creating the nominal calibration and the HSI only single slow scan Lunar Calibration

· Researching if range data from ground stations would improve OD results

· The EO-1 spacecraft can support tone ranging

· Looking up information about major and minor tones

· Working with the conjunction assessment group on small discrepancies

· Working with FDF and CA group to improve results of our conjunctions

· Looking into adding Range data to our Range-Rate data that we currently use for tracking data, this should improve results

· Looked into the modifications of the targeting for the HSI only calibration for future times

· Working with ASPEN developers to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

· Investigating the steps necessary to allow for ASE execution of the lunar calibration

Central File Hub

· Scripts have been made to set primary systems for Real-time, MP, FD, and the Hub.

· Phase one tests are ready for outside entity delivery.
· White Sands incoming file testing is complete and files are only delivered to the hubs.

· JPL incoming file testing is complete and files are only delivered to the hubs.

· PF is now delivering to the central file hubs as well as the original FD systems. 

· Upon conclusion of successful testing this week we will remove the deliveries to FD systems and only deliver to the central file hub.

· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase two scripts are designed, created, and in-house tested. They will be fully tested once phase 1 is complete.
System Administration

· Troubleshooting a hard drive issue on the ITPS trending system. The system logs show several disk errors on the external drive acting as a backup telemetry archive.

· Ran a chkdsk on the drive to attempt to fix any disk issues. This scan reported ~631 bad sectors.

· After the chkdsk even more disk errors were recorded in the system logs.

· Removed the failing drive from the enclosure and replaced it with a new drive.

· Running rsync between the two external drives to repopulate the backup drive with data.

· Completed troubleshooting an issue with the primary Data Processing System being frozen/unresponsive. The screen was black with only the mouse pointer present.

· Was able to login via SSH from another computer. 

· Running the “ps” and “top” commands showed normal CPU and memory usage.

· Examined the system logs, but found no indication of what caused the GUI to freeze.

· Used the keyboard shortcut to restart the X windows (GUI) service and force a logout. Afterwards the GUI functionality returned and the system is functioning nominally.

· After talking with the EO-1 Tech Engineer our belief is that the issue was caused by “gedit”. This tool was used the day before the GUI freeze (not typically used) and multiple forums showed related GUI issues attributed to it.

· Completed troubleshooting failed email deliveries from the Flight Dynamics computers.

· Changed the “from” address in the perl script because the errors in the undeliverable message showed the original address was being flagged as spam.

· Verified the change by running the script manually several times. The emails are now being received as expected.

· Continued migration of USN’s tracking data file deliveries to the Central File Hubs.

· Performing automated testing of the migrate_fd.pl script. Testing has been successful so far and the backup Flight Dynamics computer is using these files operationally.

· Worked with CNE IT security personnel to troubleshoot an EO-1 desktop that was not meeting the FDCC requirement of 90%. It was determined that this system was not assigned to the standard GPO group to receive the FDCC settings. A reboot was performed once the group change was made. The score improved from 89% to 93.1%

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 


· HGS is down for at least the next 2 months

Operational Discrepancies

· SG1 pass at 196/09:22z lost 2 scenes due to the ACU not setting up at the start of the pass. Tracking of EO-1 began 5 minutes into the pass. CDS # 261584
· Loss of 2 scenes

· SG1 pass at 192/18:17z lost 4 scenes due to the HRDFEP not scheduling automatically after an update at SG1. CDS# 261566

· Lost 4 scenes

Number of Real-Time Supports


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

10-Jul-13 191 7 3 1 0 11

11-Jul-13 192 6 3 1 0 10

12-Jul-13 193 6 4 1 0 11

13-Jul-13 194 7 2 0 0 9

14-Jul-13 195 8 3 1 0 12

15-Jul-13 196 5 3 1 0 9

16-Jul-13 197 4 5 1 0 10

43 23 6 0 72 Weekly Totals


UPCOMING EVENTS

· Nominal Lunar Calibration and HSI only Lunar Calibration

· Continuation of Phase 1 central file hub from FD 

· Possible testing with Trollsat ground station

· Possible addition of Range data to tracking data files

The total number of ALI scenes in the level-0 archive: 69542 
The total number of HYP scenes in the level-0 archive: 69272

The number of ALI level-0 scenes ingested in the past 7 days is 155 
The number of HYP level-0 scenes ingested in the past 7 days is 154
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		10-Jul-13		191		7		3		1		0		11

		11-Jul-13		192		6		3		1		0		10

		12-Jul-13		193		6		4		1		0		11

		13-Jul-13		194		7		2		0		0		9

		14-Jul-13		195		8		3		1		0		12

		15-Jul-13		196		5		3		1		0		9

		16-Jul-13		197		4		5		1		0		10

		Weekly Totals				43		23		6		0		72
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