DRAFT_2
EO-1 Weekly Status Week of Dec 11, 2013 – Dec 17, 2013
Day of Year 345 - 351
Mission Day 4822 – 4828
Earth Observing One (EO-1) - General
Instruments

· Scheduled  110 science Data Collection Events (DCEs) 

· Loss of 4 LCAL images due to Spacecraft going into Safehold, see the Real-Time section below for more information.  

· Performed Instrument calibration

· Ali Internal Cal 1 at 350/00:29z
Technology Activities

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· As of 12/18/13 21:34z EO-1 is in Phase 3 recover, the return to operations. The spacecraft is normal mode, the instruments are on (Hyperion cold head temperature was down to 109.77K as expected). In the last 10 minutes of day time the SOC was set to its correct level of 100%. Total 92 of the 131 ASE code files need to be uploaded. Still expecting to have around 60 of the 131 ASE code files to be uploaded by tomorrow morning. Once all 131 segments are loaded we will need around 3 passes in order to unzip and jump to the code, then load a goal file and resume normal operations.

· As of 12/18/13 20:00z EO-1 is in phase 3 of recovery, the return to operations.  The spacecraft is in normal mode, the instruments are on (Hyperion temperatures are coming down as expected and should be in nominal status within the hour). We have done step one of setting the SOC to its correct level and will be performing the other part when we have a pass with the correct geometry (need to be in the last 10 minutes of day). The ASE code was indeed wiped and we are currently uploading the code to the spacecraft. We have uploaded 22 of the 131 segments and expect to have around 60 of the 131 uploaded by tomorrow morning. Once all 131 segments are loaded we will need around 3 passes in order to unzip and jump to the code, then load a goal file and resume normal operations.

· As of 12/17/13 @ 06:00z EO-1 was in Earth Acquisition mode, with the solar array tracking nominally. We have completed phase 1 of our recovery. With EO-1 safe and happy we will be letting it sit for the night. We will be reconvening in the MOC at 10 am to continue the recovery.

· EO-1 was seen going into safehold on 351/23:33, at the tail end of the nominal Lunar Calibration, during the end of SG1 s-band only support. No enough time was left in the pass to investigate the issue. 

· Nominal Lunar Calibrations have been steadily hitting lower voltages over the past few years

· A TDRS 171 @ 352/00:15z was scheduled to monitor the SOH and for safe-hold confirmation

· A TDRS 275 @ 352/01:05z was scheduled to monitor the SOH and to send up an ATS load for all S-band only passes for DOY 352

· Conducted the HYP only Lunar Cal on DOY 351 successfully. 

· Disabled FDC test 16

· Reviewed FDC 16 limit trips (no sun seen on the sun sensor on the back side of the solar panel)

· Talked with previous FOT leads about the behavior of that sun sensor

· The rotation of the solar array every orbit puts some wear and twisting on the wires for a few sensors on the back side of the solar panel.

· We have seen spikes due to this twisting with TSAT2 in the past

· The sun sensor on the back side of the solar panel is not entirely necessary. It is only used in Sun Acquisition mode to align the spacecraft if we are facing the complete wrong direction and there is a safeguard to flip the spacecraft if the solar array has seen no sun for > the largest possible eclipse.

· The sun sensor is getting a minute amount of current and will trip the FDC unless it reaches the normal threshold.

· Disabling this FDC seems to be the best course of action (or else we would have to reduce the current limit to a negligible number and if it degrades any farther or goes off intermittently it would still trip)

· Reviewing the proc that would be used to disable the use of FDC 16

· Reviewing A&A Assessment findings and determining the course of action to mitigate them

· Designing the added steps to add goal upload automation to 32K TDRS supports

· Blind acquisition of 32k TDRS adds goal upload automation (with question / response) if desired

· The current format of products prohibits the automation of 32k tdrs (either all TDRS or none) 

· Determining which format changes would let goal automation be added to automation for TDRS 32k only

· Working with FSW personnel to change TSM 54 (Battery Differential Voltage) limits.

· Finishing up preparing the Flight Software Lab to test the onboard TSM changes for battery differential voltage

· New FEDS and ASIST system being completed and tested before lab is ready

· Preparing to test TSM changes in FSW lab

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.

· Trending the x-band positive phase current mnemonic

Mission Planning

· Generated the products necessary for the LCALs on DOY 351 

· Generated the schedule for the next lunar calibrations on DOY 351 (12/17/13)
· GN stations PF1and PF2 are back up with no unusual activity after the long power outage
· Ready to migrate new ASPEN code to ASPEN1 (our primary ASPEN system)

· Creating a plan on which folders from the primary system that stay throughout the migration (to keep old seo, tdrs, udap, and Hobart files)

· Modifying lunar calibration generation scripts on ASPEN32

· Testing and verifying the script to combine all lunar calibrations in one UDAP 

· Testing and verifying the lunar calibration changes

· Lunar Calibration changes work for Single HSI and nominal

· AC commands are removed successfully

· All timing changes are working as expected

· Testing changes to ASPEN on the sandbox and then migrating them to the primary.

· ASPEN32 testing of TDRS and Lunar Calibrations have been tested and will be migrated to ASPEN1 soon

· Working with ASPEN developers to configure various Lunar Calibration sequences 

· Requested a 4 scan HSI centered lunar calibration from the ASPEN developer

· Investigating the steps needed to perform an HSI solar cal from an ATS load

· Working with ASPEN developer on solar calibration

· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day

Flight Dynamics 

· Created FD products for the LCALs on DOY 351

· TR2 tracking data is working in conjunction with other ground stations

· The addition of TR2 data to the tracking data analysis has made the results better, but has increased the RMS value slightly. 

· Determining the new RMS value for nominal operations (an increase from .15 to .165 seems to be correct but we are looking at longer term/seasonal fluctuations)

· Working with the conjunction assessment group on small discrepancies

· Looking into adding Range data to our Range-Rate data that we currently use for tracking data, this could improve results

Central File Hub

· Phase one tests are ready for outside entity delivery.
· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase two scripts are designed, created, and in-house tested. 
· Phase 2 scripts are all in place and working correctly

· Phase 2 FD scripts have no changes from Phase 1 scripts
System Administration

· Updated the notification email address in the backup script to send to the eo1-sa listserv instead of an individual address. This way all SA’s will be able to see the backup progress.

· Completed applying the Dec 2013 updates/patches on the operational Windows computers. These patches included Adobe Flash, Firefox, and Microsoft products.

· Completed applying the Nov/Dec 2013 updates/patches on the EO-1 CNE computers. These patches included Adobe Flash, Firefox and Microsoft products.

· Adding a non-privileged user account for Nancy on the operational systems (2 systems completed).

· Completed the periodic reboot of the backup string of operational computers. A chkdsk/fsck is performed on each system during this routine maintenance.

· Completed routine maintenance on Flight Software Lab computers. 

· Archived the fourth quarter log files from the ASIST T&C computer to CD.

· Manually updated the clock since systems are offline. 

· Continued to provide system administration cross training.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logserver and MOC CNE computer.

· Created weekly tape.

· Recreated the monthly tape for Oct and delivered it to the MSL.

· Performed periodic backup media verification.

GROUND AND SPACE NETWORK

Station Downtimes 


· HGS is down with no estimated uptime

Operational Discrepancies:

· None to report at this time


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

11-Dec-13 345 7 3 0 0 10

12-Dec-13 346 5 2 1 0 8

13-Dec-13 347 5 4 0 0 9

14-Dec-13 348 4 3 0 0 7

15-Dec-13 349 4 4 1 0 9

16-Dec-13 350 4 7 1 0 12

17-Dec-13 351 5 5 1 0 11

34 28 4 0 66 Weekly Totals


UPCOMING EVENTS

· Continuation of Phase 1 FD, waiting on WALLOPS support 

· Migration of the ASPEN changes from Aspen32 to Aspen1
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		11-Dec-13		345		7		3		0		0		10

		12-Dec-13		346		5		2		1		0		8

		13-Dec-13		347		5		4		0		0		9

		14-Dec-13		348		4		3		0		0		7

		15-Dec-13		349		4		4		1		0		9

		16-Dec-13		350		4		7		1		0		12

		17-Dec-13		351		5		5		1		0		11

		Weekly Totals				34		28		4		0		66
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