

EO-1 Weekly Report


	Earth Observing – 1

	October 23, 2013 – October 29, 2013

	DOY
	296
	–
	302

	Mission Day
	4773
	–
	4779


EO-1 SPACECRAFT

Instruments

· Scheduled  98 science Data Collection Events (DCEs) 
· Lost 8 scenes from 4 different PF1 passes (2 scenes each) detailed below
· Performed Instrument Decontamination Cycle 

· Conducted HSI deicing from 301/00:25z to 301/15:15z
· Conducted ALI outgassing from 301/00:35z to 301/15:25z
· Performed Instrument calibration
· Solar Array Characterization at 301/10:40z
· Conducted HSI Solar Calibration at 301/20:33z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· Monitored two close approaches with objects on day 300 with TDRS supports

· Both objects passed by without incident

· Working with PF1 to determine why they are garbling X-Band data

· At least 8 scenes have been lost on 4 passes

· PF1 does not know why they are having this problem
· Designing the added steps to add goal upload automation to 32K TDRS supports
· Blind acquisition of 32k TDRS adds goal upload automation (with question / response) if desired

· Working on adding it to nominal operations

· Preparing for upcoming audit by setting aside times and gathering background information

· Verifying scripts to accept files from phase 2 of the central file hub

· Verifying the ATQ automation script on ASIST to accept files from ASPEN1 instead of ASPEN32

· Working with FSW personnel to change TSM 54 (Battery Differential Voltage) limits.

· Finishing up preparing the Flight Software Lab to test the onboard TSM changes for battery differential voltage

· New FEDS and ASIST system being completed and tested before lab is ready
· Preparing to test TSM changes in FSW lab
· Reviewing x-band power constraints for image and pass scheduling using ASPEN.

· Trending the x-band positive phase current mnemonic
Mission Planning
· Modifying lunar calibration  generation scripts on ASPEN32

· Testing and verifying the lunar calibration changes

· Lunar Calibration changes work for Single HSI only, and nominal

· AC commands are removed successfully

· All timing changes are working as expected

· Creating a script to combine all lunar calibrations in one UDAP 
· Testing changes to ASPEN on the sandbox and then migrating them to the primary.

· ASPEN32 testing of TDRS and Lunar Calibrations have been tested and will be migrated to ASPEN1 soon
· Working with ASPEN developers to configure various Lunar Calibration sequences 
· Requested a 4 scan HSI centered lunar calibration from the ASPEN developer
· Investigating the steps needed to perform an HSI solar cal from an ATS load

· Working with ASPEN developer on solar calibration

· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day
Flight Dynamics 
· TR2 tracking data is working in conjunction with other ground stations

· Researching if range data from ground stations would improve OD results

· The EO-1 spacecraft can support tone ranging

· Looking up information about major and minor tones
· Working with the conjunction assessment group on small discrepancies

· Looking into adding Range data to our Range-Rate data that we currently use for tracking data, this could improve results
Central File Hub
· Phase one tests are ready for outside entity delivery.
· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase two scripts are designed, created, and in-house tested. 
· Phase 2 scripts are all in place and working correctly
· Phase 2 FD scripts have no changes from Phase 1 scripts
System Administration

· Began process of updating all system admin related scripts to use the new EO-1 SA list serv. Previously, all SA notifications were sent directly to my account. 

· Manually testing the new listserv address using the message.pl script before implementing on additional scripts.

· Working with SAFS personnel to test account logons between EO-1 systems and the new central SAFS server.

· Corrected mismatches in the known_hosts file on two EO-1 systems.

· Completed routine root/admin password changes on all Ops, Flight Software Lab, and CNE computers.

· Continued to provide system administration cross training.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logserver and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down with no estimated uptime
Operational Discrepancies

· PF1 has been having issues with garbles X-Band data, losing 2 scenes from each of the following passes. PF does not know why they are having this issue but are investigating it.
· 300/23:06z - lost 2 of 2 scenes CDS# 261802

· 300/08:09z - lost 2 of 2 scenes CDS# 261802
· 299/07:31z - lost 2 of 2 scenes CDS# 261802
· 297/22:53z - lost 2 of 2 scenes CDS# 261802
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

23-Oct-13 296 4 4 1 1 10

24-Oct-13 297 5 5 0 0 10

25-Oct-13 298 4 5 1 0 10

26-Oct-13 299 7 3 0 0 10

27-Oct-13 300 6 2 0 2 10

28-Oct-13 301 0 8 0 0 8

29-Oct-13 302 3 5 1 0 9

29 32 3 3 67 Weekly Totals


UPCOMING EVENTS
· Modification of lunar calibration scripts

· Continuation of Phase 1 FD, waiting on WALLOPS support 
· Migration of the ASPEN changes from Aspen32 to Aspen1 and Aspenweb
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		23-Oct-13		296		4		4		1		1		10

		24-Oct-13		297		5		5		0		0		10

		25-Oct-13		298		4		5		1		0		10

		26-Oct-13		299		7		3		0		0		10

		27-Oct-13		300		6		2		0		2		10

		28-Oct-13		301		0		8		0		0		8

		29-Oct-13		302		3		5		1		0		9

		Weekly Totals				29		32		3		3		67
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