

EO-1 Weekly Report


	Earth Observing – 1

	October 9, 2013 – October 15, 2013

	DOY
	282
	–
	288

	Mission Day
	4766
	–
	4772


EO-1 SPACECRAFT

Instruments

· Scheduled  102 science Data Collection Events (DCEs) 
· Received all images
· Performed Instrument Decontamination Cycle 

· Conducted HSI deicing from 287/18:00z to 288/06:50z
· Conducted ALI outgassing from 287/16:10z to 288/07:00z
· Performed Instrument calibration
· Conducted HSI Solar Calibration at 287/06:54z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· Had a TO dump in progress error on DOY 288
· At the 288/15:49z support where during the goal load re-dump we got the message WSB208RT Overrun on SM_DUMP_CNTRL to SM_CMD pipe
· On the next support 288/18:59z we let automation go to see if the problem would be corrected the next time a dump command was issued. We got a Dump Aborted - Dump currently in progress message.
· We scheduled a TDRS 32k support at 288/20:30z and during that we checked that the dump was still in progress and sent the TO no-op command and then the MDS abort playback and MDS abort dump that we normally would do with passes but the dump that was in progress was not the MDS dump, it was a WSM dump from the goal load.
· We ran the wto_dump_reset proc on the PF2 pass at 288/22:13z and the dump was aborted successfully. The TO showed idle on the dump status so we let automation dump the sci20k, sciquickr, and load the goal for day 290. All was back to normal.
· An overrun in the SM_dump_cntrl to sm_cmd pipe seemed to have caused the TO dump to remain in progress
· Certified S/X-band TR2 supports

· All TR2 supports on the prime line thus far connected to our front end properly and the EO-1 MOC was able to:

· Command throughout the TR2 supports

· Receive Telemetry throughout the TR2 supports

· Receive TDF files
· Created scripts to accept files from phase 2 of the central file hub

· Edited the ATQ automation script on ASIST to accept files from ASPEN1 instead of ASPEN32

· Pushed all ASISTS automation scripts to all ASIST machines in the MOC
· Working with FSW personnel to change TSM 54 (Battery Differential Voltage) limits.

· Finishing up preparing the Flight Software Lab to test the onboard TSM changes for battery differential voltage

· New FEDS and ASIST system being completed and tested before lab is ready
· Preparing to test TSM changes in FSW lab
· Investigating sensorweb missing uplink time and multiple sensorwebs with same contents and different numbers

· Problems are occurring at JPL and are being investigated there further
· Designing the added steps to add goal upload automation to 32K TDRS supports
· ITPS is now able to trend data from 2004 to current
· Ingesting remaining data from year 2010
· Investigating the possibility of reducing the slew and settling time of the first image of the day.
· Reviewing UDAPs from years 2004 and 2005 to check slew times

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.

· Trending the x-band positive phase current mnemonic
Mission Planning
· Creating an ATS load for the next lunar calibration on DOY 292
· Created an ATS load to conduct an S-band only support with TR2 on DOY 290/22:38z

· Notified White Sands to schedule S/X-band and S-Band only Passes with TR2

· Notified White Sands to schedule TR2 supports automatically now that TR2 has been certified

· Edited the TRDS UDAP generation script on ASPEN32 to handle new SNAS files report files
· Upgrading the backup ASPEN system to primary and moving the 32 bit system to be the sandbox to test changes.

· ASPEN1 was successfully promoted as the primary ASPEN system

· ASPENWEB was successfully promoted to secondary ASPEN system

· ASPEN32 can be used now solely as a sandbox to test with future ASPEN updates
· Tested ASPEN 32 LCAL scripts and s/x-band UDAP generation scripts

· No problems to report during testing

· Testing TDRS UDAP generation on ASPEN32

· Contacted the ASPEN developer to fix the day rollover problem on ASPEN32

· Creating a script to remove the AC commands from the Lunar Calibrations entirely (before the AC2/3 scan was removed but AC1 was still being taken on scan 4)

· Working with ASPEN developers to configure various Lunar Calibration sequences 
· Reviewed single scan lunar calibration UDAPS from ASPEN

· Reviewed the 4 scan ALI centered calibration UDAP from ASPEN

· Requested a 4 scan HSI centered lunar calibration from the ASPEN developer
· Investigating the steps needed to perform an HSI solar cal from an ATS load

· Working with ASPEN developer on solar calibration

· Working with the ASPEN developer to allow the ingestion of 32K TDRS supports into ASPEN
· The ASPEN developer will add RTS45 related commands to the ASPEN system to allow for TDRS 32K UDAP generation.

· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day
Flight Dynamics 
· Created all the FD products necessary to conduct the LCAL on DOY 292

· Certified TR2 TDF data. So far all TR2 TDF data has been usable. 

· Updated TDRS TLEs as a part of monthly TLE updates

· Added TR2 to the tables and STK scenarios needed to allow processing of tracking data

· Worked with TR2 to make the tracking data files low rate to match our other ground stations

· Researching if range data from ground stations would improve OD results

· The EO-1 spacecraft can support tone ranging

· Looking up information about major and minor tones
· Working with the conjunction assessment group on small discrepancies

· Looking into adding Range data to our Range-Rate data that we currently use for tracking data, this could improve results
Central File Hub
· Phase one tests are ready for outside entity delivery.
· White Sands incoming file testing is complete and files are only delivered to the hubs.

· JPL incoming file testing is complete and files are only delivered to the hubs.

· PF incoming file testing is complete and files are only delivered to the hubs. 

· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase two scripts are designed, created, and in-house tested. 
· Phase 2 scripts for MP are being tested for JPL file deliveries

· Phase 2 scripts for Realtime are being tested for Realtime file deliveries  
· Phase 2 scripts for MP and Realtime are being tested and prepared to put into place
· Three weeks of parallel testing are completing with no errors. The last part of Realtime (sending seo files to JPL directly from the file hub) will be put into place next week and tested.
· Phase 2 FD scripts have no changes from Phase 1 scripts
System Administration

· Troubleshooting why the EO-1 backup server failed to perfom system backups.

· No at jobs were present on the backup server which indicated a problem with the backup_scheduler.pl script.

· Recently the FOT changed which ASPEN Mission Planning computer is designated as primary. The script was updated to point to the new primary MP system to retrieve the pass schedule.

· Ran the script again manually, verified that the at jobs were created, and monitored the system as the backups were completed nominally.

· Attempting to create a Linux based FEDS system to replace the failed DecAlpha FEDS in the Flight Software Lab.

· Restored the image to a second spare computer and performed the kudzu and mkinitrd commands. The kernel panic also halted the boot of this computer.

· Assisting EO-1 Tech Engineer with a fresh Linux installation. From there the FEDS software will be installed and configured manually.

· Completed collecting/compiling the items required by the Security Assessment Artifact Checklist. These items were written to CD and delivered to IT Security personnel for review.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logserver and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down for at least the next 2 months
Operational Discrepancies

· None
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

9-Oct-13 282 5 4 1 0 10

10-Oct-13 283 5 3 1 0 9

11-Oct-13 284 7 3 1 0 11

12-Oct-13 285 5 4 0 0 9

13-Oct-13 286 5 4 0 0 9

14-Oct-13 287 3 5 0 0 8

15-Oct-13 288 2 5 0 1 8

32 28 3 1 64 Weekly Totals


UPCOMING EVENTS

· Continuation of Phase 1 FD and phase 2 MP / Realtime for central file hub
· Testing of ASPEN32 for validation of the new ASPEN system

· Lunar calibration DOY 292
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		9-Oct-13		282		5		4		1		0		10

		10-Oct-13		283		5		3		1		0		9

		11-Oct-13		284		7		3		1		0		11

		12-Oct-13		285		5		4		0		0		9

		13-Oct-13		286		5		4		0		0		9

		14-Oct-13		287		3		5		0		0		8

		15-Oct-13		288		2		5		0		1		8

		Weekly Totals				32		28		3		1		64
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