

EO-1 Weekly Report


	Earth Observing – 1

	September 25, 2013 – October 1, 2013

	DOY
	268
	–
	274

	Mission Day
	4752
	–
	4758


EO-1 SPACECRAFT

Instruments

· Scheduled  117 science Data Collection Events (DCEs) 
· Received all images
· Performed Instrument Decontamination Cycle 

· Conducted HSI deicing from 273/00:25z to 273/15:15z
· Conducted ALI outgassing from 273/00:35z to 273/15:25z
· Performed Instrument calibration
· Conducted Solar Array Characterization at 273/09:40z

· Conducted HSI Solar Calibration at 273/22:49z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· Testing S/X-band TR2 supports

· All TR2 supports on the prime line thus far connected to our front end properly and the EO-1 MOC was able to:

· Command throughout the TR2 supports

· Receive Telemetry throughout the TR2 supports

· Receive TDF files
· Setting up multiple TR2 supports for the upcoming weeks
· Verifying that the primary line still functions since the backup line is still failing on S-Band passes
· Attempting to certify TR2 on X-Band passes
· Working with TR2 personnel to sort out problems 

· Working with FSW personnel to change TSM 54 (Battery Differential Voltage) limits.

· Finishing up preparing the Flight Software Lab to test the onboard TSM changes for battery differential voltage

· New FEDS and ASIST system being completed and tested before lab is ready
· Preparing to test TSM changes in FSW lab
· Investigating sensorweb missing uplink time and multiple sensorwebs with same contents and different numbers

· Problems are occurring at JPL and are being investigated there further
· Designing the added steps to add goal upload automation to 32K TDRS supports
· ITPS is now able to trend data from 2004 to current
· Ingesting remaining data from year 2010
· Investigating the possibility of reducing the slew and settling time of the first image of the day.
· Reviewing UDAPs from years 2004 and 2005 to check slew times

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.

· Trending the x-band positive phase current mnemonic
Mission Planning
· Looking for future TR2 support view times
· Upgrading the backup ASPEN system to primary and moving the 32 bit system to be the sandbox to test changes.

· ASPEN1 was successfully tested and can function as the primary ASPEN system

· ASPENWEB was successfully tested and can function as the secondary ASPEN system

· ASPEN32 can be used now solely as a sandbox to test with future ASPEN updates
· Creating a script to remove the AC commands from the Lunar Calibrations entirely (before the AC2/3 scan was removed but AC1 was still being taken on scan 4)

· Working with ASPEN developers to configure various Lunar Calibration sequences 
· Reviewed single scan lunar calibration UDAPS from ASPEN

· Reviewed the 4 scan ALI centered calibration UDAP from ASPEN

· Requested a 4 scan HSI centered lunar calibration from the ASPEN developer
· Investigating the steps needed to perform an HSI solar cal from an ATS load

· Working with ASPEN developer on solar calibration

· Working with the ASPEN developer to allow the ingestion of 32K TDRS supports into ASPEN
· The ASPEN developer will add RTS45 related commands to the ASPEN system to allow for TDRS 32K UDAP generation.

· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day
Flight Dynamics 
· Evaluating TR2 TDF data. So far all TR2 TDF data has been usable. 

· Added TR2 to the tables and STK scenarios needed to allow processing of tracking data

· Worked with TR2 to make the tracking data files low rate to match our other ground stations

· Working with ASPEN developers to rebuild lunar calibration

· Testing out various single scan and 4 scan HSI and ALI targeted lunar calibrations

· Working with developers on small discrepancies

· Researching if range data from ground stations would improve OD results

· The EO-1 spacecraft can support tone ranging

· Looking up information about major and minor tones
· Working with the conjunction assessment group on small discrepancies

· Looking into adding Range data to our Range-Rate data that we currently use for tracking data, this could improve results
Central File Hub
· Phase one tests are ready for outside entity delivery.
· White Sands incoming file testing is complete and files are only delivered to the hubs.

· JPL incoming file testing is complete and files are only delivered to the hubs.

· PF incoming file testing is complete and files are only delivered to the hubs. 

· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase two scripts are designed, created, and in-house tested. 
· Phase 2 scripts for MP and Realtime are being tested and prepared to put into place
· Three weeks of parallel testing are completing with no errors. The last part of Realtime (sending seo files to JPL directly from the file hub) will be put into place next week and tested.
· Phase 2 FD scripts have no changes from Phase 1 scripts
System Administration

· EOS A&A Assement.

· Continued collecting/compiling Security Assessment Artifact Checklist items for IT Security personnel.

· Created a script to generate a ports and services list for each Linux system.

· Completed copy of the current ASPEN release from the primary Mission Planning system to the two backup systems.

· Created tar archives of the /dsw and /proj directories on the prime system. 

· Used the primary’s tar files to populate the directories on the backup systems.

· FOT completed a successful product generation/comparison test on both backup systems.

· Completed applying the Sept 2013 updates/patches on the operational Windows computers. These patches included Adobe Flash, Adobe Reader, Java, Firefox, and Microsoft products.

· Continued training SSMO system administrators on EO-1.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, regional logserver and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down for at least the next 2 months
Operational Discrepancies

· None
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

25-Sep-13 268 5 6 1 0 12

26-Sep-13 269 5 2 1 0 8

27-Sep-13 270 8 2 0 0 10

28-Sep-13 271 5 3 0 0 8

29-Sep-13 272 6 3 1 0 10

30-Sep-13 273 0 8 0 0 8

1-Oct-13 274 4 5 1 0 10

33 29 4 0 66 Weekly Totals


UPCOMING EVENTS

· Continuation of Phase 1 FD and phase 2 MP / Realtime for central file hub
· TR2 X-band testing and certification

· Switching which systems is primary ASPEN and sandbox and testing of new deliveries
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		25-Sep-13		268		5		6		1		0		12

		26-Sep-13		269		5		2		1		0		8

		27-Sep-13		270		8		2		0		0		10

		28-Sep-13		271		5		3		0		0		8

		29-Sep-13		272		6		3		1		0		10

		30-Sep-13		273		0		8		0		0		8

		1-Oct-13		274		4		5		1		0		10

		Weekly Totals				33		29		4		0		66
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