

EO-1 Weekly Report


	Earth Observing – 1

	June 26, 2013 – July 2, 2013

	DOY
	177
	–
	183

	Mission Day
	4661
	–
	4667


EO-1 SPACECRAFT

Instruments

· Scheduled 135 science Data Collection Events (DCEs) 
· All images received successfully 

· Performed Instrument calibration

· Ali Internal Calibration at 182/01:49z

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· Generating requirements for using Trollsat ground station 

· Band stripping has been running nominally since the cloud cover reset was issued.
· Working with FSW personnel to change TSM 54 (Battery Differential Voltage) limits.

· Hyperion has been running nominally since the SSPC board reset
· Investigating steps needed to add goal upload automation to 32K TDRS supports

· Analyzing the plot and data on voltage and differential voltage
· After talking with the power people it appears that we are moving in line with TRMM and they suggest changing the limits and gave us the limits that TRMM changed to.

· Deciding on the limits to change our differential voltage to based on power people suggestion.
· Researching why ITPS won’t produce reports on some already ingested data 

· If the problem persists, the ITPS developer will be contacted
· Investigating the possibility of reducing the slew and settling time of the first image of the day.
· Reviewing UDAPs from years 2004 and 2005 to check slew times

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.
· Investigating the X-band Phased Array Antenna +5V #1 current monitor mnemonic

· Looking at possible FDCs that are associated with the X-Band phased array antenna current

· Gathered Data for a plot to inspect the current values

· The mnemonic yellow limit is reached during WGS night time X-band support

Mission Planning
· Investigating the steps needed to perform an HSI solar cal from an ATS load

· Working with ASPEN developer on solar calibration

· Suggested a new function be added to ASEPN that would allow for HSI solar cal single activity UDAP generation.
· Working with the ASPEN developer to allow the ingestion of 32K TDRS supports into ASPEN
· Completed a comparison script for selected targets and goal files
· Testing of the script is ongoing
· Researching the usefulness of a skeletal UDAP for a set of DeltaV commands

· A skeletal UDAP with just the DeltaV commands could possibly reduce UDAP generation time for emergency conjunction avoidance maneuvers.
· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day
· Working with ASPEN developers to configure various Lunar Calibration sequences 
· Created an excel spreadsheet to outline the timing intervals for the HSI only LCAL

Flight Dynamics 
· Researching if range data from ground stations would improve OD results

· The EO-1 spacecraft can support tone ranging
· Working with the conjunction assessment group on small discrepancies

· Working with FDF and CA group to improve results of our conjunctions

· Looking into adding Range data to our Range-Rate data that we currently use for tracking data, this should improve results
· Looked into the modifications of the targeting for the HSI only calibration for future times
· Working with ASPEN developers to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration
· Investigation the steps necessary to allow for ASE execution of the lunar calibration

Central File Hub
· Scripts have been made to set primary systems for Real-time, MP, FD, and the Hub.
· Phase one tests are ready for outside entity delivery.
· White Sands incoming file testing is complete and files are only delivered to the hubs.

· JPL incoming file testing is complete and files are only delivered to the hubs.

· Flight dynamics testing with PF has begun

· They are able to connect to the central file hubs and will begin deliveries soon
· Once they successfully deliver in parallel to the central file hubs, we will phase out delivery to the FD systems

· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase two scripts are designed, created, and in-house tested. They will be fully tested once phase 1 is complete.
System Administration

· Supported the IONet scanning team with the 3rd quarter vulnerability scan of EO-1 systems. There were no high or medium vulnerabilities found during this scan.

· Continued migration of USN’s tracking data file deliveries to the Central File Hubs.

· Worked with USN personnel to establish key-based SSH authentication to the Hubs. Initially the keys provided by USN were in the wrong format. Supported several tests with the station while they were troubleshooting. Several successful connectivity tests have been performed.

· USN automation was updated so that the tracking data files are sent to the two original Flight Dynamics computers as well as the two Central File Hubs after each pass.

· Completed manual testing of the incoming_fd.pl script. This script has been added to the crontab and automated testing has begun.

· Began manual testing of the migrate_fd.pl script. Tests have been successful so far and the products that were sent to the Hubs were processed by the FD systems without issue.

· Updated rules in the EO-1 mission firewall regarding USN access to the Central File Hubs. Originally both FTP and SFTP access were granted because the protocol to be used was not determined. Since SFTP was chosen, these rules were edited to remove the FTP access.

· The hosts.allow files on the Hubs were also updated to remove this FTP access.

· Created a script that allows the FOT to search for files on the Central File Hub. This script will search the entire home directory for the specified file and its delivery progress can be determined based on the results.

· Reviewing EO-1 mission firewall rules and logs to collect information for potential future rule cleanups. Scheduled to talk to Wallops personnel soon to review some of their IPs for potential cleanup as well.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

· Delivered May 2013 monthly tape to MSL.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down for at least the next 2 months
Operational Discrepancies
· None to report at this time 
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

26-Jun-13 177 5 2 0 0 7

27-Jun-13 178 5 3 0 0 8

28-Jun-13 179 4 5 0 0 9

29-Jun-13 180 6 3 1 0 10

30-Jun-13 181 5 4 1 0 10

1-Jul-13 182 6 2 1 0 9

2-Jul-13 183 5 4 0 0 9

36 23 3 0 62 Weekly Totals


UPCOMING EVENTS

· Continuation of Phase 1 central file hub from FD 
· Possible addition of Range data to tracking data files
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		26-Jun-13		177		5		2		0		0		7

		27-Jun-13		178		5		3		0		0		8

		28-Jun-13		179		4		5		0		0		9

		29-Jun-13		180		6		3		1		0		10

		30-Jun-13		181		5		4		1		0		10

		1-Jul-13		182		6		2		1		0		9

		2-Jul-13		183		5		4		0		0		9

		Weekly Totals				36		23		3		0		62
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