

EO-1 Weekly Report


	Earth Observing – 1

	June 19, 2013 – June 25, 2013

	DOY
	170
	–
	176

	Mission Day
	4647
	–
	4653


EO-1 SPACECRAFT

Instruments

· Scheduled 122 science Data Collection Events (DCEs) 
· Partial loss of one image for Hyperion detailed below
· Performed Instrument decontamination cycle 

· Conducted HSI deicing from 175/03:20z to 175/18:10z
· Conducted ALI outgassing from 175/03:30z to 175/18:20z
· Performed Instrument calibration

· Solar Array Characterization at 175/11:01z

· Planned HSI Solar Calibration at 176/00:11z

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· Conducted the Negative and Positive phase angle Lunar Calibrations successfully on 173 and 174 respectively
· Band stripping has been running nominally since the cloud cover reset was issued.
· Working with FSW personnel to change TSM 54 (Battery Differential Voltage) limits.

· Hyperion has been running nominally since the SSPC board reset
· Investigating steps needed to add goal upload automation to 32K TDRS supports

· Analyzing the plot and data on voltage and differential voltage
· After talking with the power people it appears that we are moving in line with TRMM and they suggest changing the limits and gave us the limits that TRMM changed to.

· Deciding on the limits to change our differential voltage to based on power people suggestion.
· Researching why ITPS won’t produce reports on some already ingested data 

· If the problem persists, the ITPS developer will be contacted
· Investigating the possibility of reducing the slew and settling time of the first image of the day.
· Reviewing UDAPs from years 2004 and 2005 to check slew times

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.
· Investigating the X-band Phased Array Antenna +5V #1 current monitor mnemonic

· Looking at possible FDCs that are associated with the X-Band phased array antenna current

· Gathered Data for a plot to inspect the current values

· The mnemonic yellow limit is reached during WGS night time X-band support

Mission Planning
· Generated the ATS load for upcoming lunar calibrations: 

· Negative phase angle LCAL at 173/23:54:29

· Positive  phase angle LCAL at 174/22:53:19

· Investigating the steps needed to perform an HSI solar cal from an ATS load

· Working with ASPEN developer on solar calibration
· Working with the ASPEN developer to allow the ingestion of 32K TDRS supports into ASPEN
· Completed a comparison script for selected targets and goal files
· Testing of the script is ongoing
· Researching the usefulness of a skeletal UDAP for a set of DeltaV commands

· A skeletal UDAP with just the DeltaV commands could possibly reduce UDAP generation time for emergency conjunction avoidance maneuvers.
· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day
· Working with ASPEN developers to configure various Lunar Calibration sequences 
· Created an excel spreadsheet to outline the timing intervals for the HSI only LCAL

Flight Dynamics 
· Researching if range data from ground stations would improve OD results

· The EO-1 spacecraft can support tone ranging
· Working with the conjunction assessment group on small discrepancies

· Working with FDF and CA group to improve results of our conjunctions

· Looking into adding Range data to our Range-Rate data that we currently use for tracking data, this should improve results
· Looked into the modifications of the targeting for the HSI only calibration for future times
· Working with ASPEN developers to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration
· Investigation the steps necessary to allow for ASE execution of the lunar calibration

Central File Hub
· Scripts have been made to set primary systems for Real-time, MP, FD, and the Hub.
· Phase one tests are ready for outside entity delivery.
· White Sands incoming file testing is complete and files are only delivered to the hubs.

· JPL incoming file testing is complete and files are only delivered to the hubs.

· Flight dynamics testing with PF has begun

· They are able to connect to the central file hubs and will begin deliveries soon
· Once they successfully deliver in parallel to the central file hubs, we will phase out delivery to the FD systems

· SGS and WGS tracking data are waiting for a break in WALLOPS activities to begin testing.

· Phase two scripts are designed, created, and in-house tested. They will be fully tested once phase 1 is complete.
System Administration

· Began migration of USN’s tracking data file deliveries to the Central File Hubs.

· Added rules to the EO-1 mission firewall to allow access from the 3 USN computers.

· Updated the hosts.allow file on both Hubs to allow USN access.

· Supported a connectivity test with USN. Files were delivered successfully from the PF1 and PF2 primary computers, but not from the common spare system. USN personnel are currently troubleshooting this issue.

· Completed troubleshooting of the ITPS trending system’s certificate issues with IONet personnel.

· Verified that all certificates were present and in their proper locations.

· Determined that there was a missing HotFix that allows Windows 2003 server to properly use certificates. Both the PatchLink and Symantec programs have been functioning nominally since the HotFix was applied.

· Performed a firewall cleanup for all USN related rulesets after working with USN personnel to verify the IP addresses.

· Removed access from multiple IP addresses that are no longer valid after an update at USN. 

· Narrowed the scope of multiple rules. Previously these rules used ranges that were often too broad. These were broken into individual rules for each destination IP.

· Completed applying the most recent Java updates on all applicable EO-1 systems. This process requires that the PatchLink certificate be reinstalled on Linux systems so that they will report to the server properly.

· Completed upgrade to 7u25 on 14 operational systems (RHEL5, Fedora and Windows).

· Completed upgrade to 7u25 on 6 CNE computers.

· Completed the connection request form for the EO-1 regional logserver and submitted it to IONet security personnel. Currently awaiting approval before connecting it to the network.

· Completed mid-year goal update on the Honeywell Performance and Development site.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down for at least the next 2 months
Operational Discrepancies
· PF pass on 171/23:24z had a problem with part of one Hyperion image
· The wrapper on one Hyperion image had a problem so only the first 9 out of 15 seconds of data was usable.
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

19-Jun-13 170 7 2 0 0 9

20-Jun-13 171 6 4 1 0 11

21-Jun-13 172 6 2 0 0 8

22-Jun-13 173 6 4 1 0 11

23-Jun-13 174 5 3 1 0 9

24-Jun-13 175 0 6 0 0 6

25-Jun-13 176 2 6 1 0 9

32 27 4 0 63 Weekly Totals


UPCOMING EVENTS

· Continuation of Phase 1 central file hub from FD 
· Possible addition of Range data to tracking data files
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		19-Jun-13		170		7		2		0		0		9

		20-Jun-13		171		6		4		1		0		11

		21-Jun-13		172		6		2		0		0		8

		22-Jun-13		173		6		4		1		0		11

		23-Jun-13		174		5		3		1		0		9

		24-Jun-13		175		0		6		0		0		6

		25-Jun-13		176		2		6		1		0		9

		Weekly Totals				32		27		4		0		63





Sheet2

		





Sheet3

		






