

EO-1 Weekly Report


	Earth Observing – 1

	April 17, 2013 – April 23, 2013

	DOY
	107
	–
	113

	Mission Day
	4591
	–
	4597


EO-1 SPACECRAFT

Instruments

· Scheduled 151 science Data Collection Events (DCEs) 
· Received all images
· Performed Instrument calibration

· ALI Internal Calibration II at 112/00:00z

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· Gathered information on Hyperion CryoCooler temperatures for mission scientists

· Analyzing the plot and data on voltage and differential voltage
· The differential voltage seems to be growing some, the difference is still greater at VT 4.5 than at VT 4

· More data from VT 4.5 at this lunar calibration will help analysis

· Looking closer at FDC and TSMs related to differential voltage

· Updated documentation on ITPS data ingestion and the mission quality plan.

· Investigating the possibility of reducing the slew and settling time of the first image of the day.
· Reviewing UDAPs from years 2004 and 2005 to check slew times

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.
· Investigating the X-band Phased Array Antenna +5V #1 current monitor mnemonic

· Looking at possible FDCs that are associated with the X-Band phased array antenna current

· Gathered Data for a plot to inspect the current values

· The mnemonic yellow limit is reached during WGS night time X-band support

Mission Planning
· Created, verified and uploaded the ATS Load for Lunar Calibration, Negative Phase Angle Lunar Calibration and VT level 4.5-4-4.5 changes.

· Researching higher speed TDRS supports for more data during observations

· Researching the usefulness of a skeletal UDAP for a set of DeltaV commands

· A skeletal UDAP with just the DeltaV commands could possibly reduce UDAP generation time for emergency conjunction avoidance maneuvers.
· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day
· Working with ASPEN developers to configure Lunar Calibration sequences 
· Created an excel spreadsheet to outline the timing intervals for the HSI only LCAL

Flight Dynamics 
· Monitored close approaches with object 3655, data on object is scarce but it appears the radial may grow out of the monitoring range.

· Working with the conjunction assessment group on small discrepancies

· Working with FDF and CA group to improve results of our conjunctions
· Looked into the modifications of the targeting for the HSI only calibration for future times
· Working with ASPEN developers to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

Central File Hub
· Phase one tests are ready for outside entity delivery.
· White Sands incoming file testing is complete. 

· JPL testing is underway. JPL is delivering to the primary Hub as well as their normal deliveries.
· Testing of the incoming data has been completed manually and is now in automation.

· Migration of the data is being tested manually

· Flight dynamics testing is waiting on WGS to be tested first and they are not ready for the change.

· Phase two scripts are designed, created, and in-house tested. They will be fully tested once phase 1 is complete.
System Administration

· Continued migration of real-time file deliveries to the Central File Hubs.

· JPL personnel updated their delivery scripts to send to the primary ASIST T&C and the primary file hub in parallel. Verified successful deliveries.

· Worked with FOT lead to manually test the incoming_realtime.pl script. After several successful tests this script was configured to run via cronjob.

· Troubleshooting warning/error messages in the logs for the backup data processing system. The smartd service reported two offline (pending) sectors on one of the hard drives.

· Used the smartctl program to evaluate the overall drive and the status was “good”.

· There were pending sectors but no reallocated sectors so this isn’t an immediate problem.

· Research showed that the smartd service marks the pending sectors as bad but they aren’t mapped out using spare sectors until a write operation is performed. 

· Will continue to monitor the logs to make sure it doesn’t get worse.

· Completed applying the most recent Java updates on all EO-1 operational and CNE systems. This process requires that the PatchLink certificate be reinstalled on Linux systems so that they will report to the server properly.

· Completed upgrade to 7u21 on 14 operational systems (RHEL5, Fedora and Windows).

· Completed upgrade to 6u45 on 6 operation systems (RHEL4).

· Completed upgrade to 7u21 on 6 CNE computers.

· Working with IT security personnel to gather the requested information for the Lumeta scanning team.

· Continued troubleshooting a suspected certificate issue on the EO-1 ITPS trending systems that is causing issue with PatchLink and Symantec updates. Contacted a member of the IONet team and began exchanging information to assist in the troubleshooting effort.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down for at least the next 3 months
Operational Discrepancies
· None
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

17-Apr-13 107 5 4 1 0 10

18-Apr-13 108 6 3 1 0 10

19-Apr-13 109 6 3 0 0 9

20-Apr-13 110 7 2 1 0 10

21-Apr-13 111 6 1 1 0 8

22-Apr-13 112 5 4 1 0 10

23-Apr-13 113 5 4 0 0 9

40 21 5 0 66 Weekly Totals


UPCOMING EVENTS

· Continuation of Phase 1 central file hub from JPL
· Lunar calibration and negative phase angle lunar calibration

· Testing of higher speed TDRS contact
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		17-Apr-13		107		5		4		1		0		10

		18-Apr-13		108		6		3		1		0		10

		19-Apr-13		109		6		3		0		0		9

		20-Apr-13		110		7		2		1		0		10

		21-Apr-13		111		6		1		1		0		8

		22-Apr-13		112		5		4		1		0		10

		23-Apr-13		113		5		4		0		0		9

		Weekly Totals				40		21		5		0		66
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