

EO-1 Weekly Report


	Earth Observing – 1

	April 10, 2013 – April 16, 2013

	DOY
	100
	–
	106

	Mission Day
	4584
	–
	4590


EO-1 SPACECRAFT

Instruments

· Scheduled 125 science Data Collection Events (DCEs) 
· Received all images
· Performed Instrument decontamination cycle 

· Conducted HSI deicing from 105/00:25z to 105/15:15z

· Conducted ALI outgassing from 105/00:35z to 105/15:25z
· Performed Instrument calibration

· Solar Array Characterization at 105/10:11z

· HIS Solar Calibration at 105/23:21z

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· Verified that the cron jobs running on non-primary ASIST T&C systems do not cause any unexpected problems.
· Analyzing the plot and data on voltage and differential voltage
· Updating documentation on ITPS data ingestion and the mission quality plan.

· Investigating the possibility of reducing the slew and settling time of the first image of the day.
· Reviewing UDAPs from years 2004 and 2005 to check slew times

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.
· Investigating the X-band Phased Array Antenna +5V #1 current monitor mnemonic

· Looking at possible FDCs that are associated with the X-Band phased array antenna current

· Gathered Data for a plot to inspect the current values

· The mnemonic yellow limit is reached during WGS night time X-band support

Mission Planning
· Preparing UDAP for Lunar Calibration, Negative Phase Angle Lunar Calibration and VT level 4.5-4-4.5 changes.

· Researching higher speed TDRS supports for more data during observations

· Researching the usefulness of a skeletal UDAP for a set of DeltaV commands

· A skeletal UDAP with just the DeltaV commands could possibly reduce UDAP generation time for emergency conjunction avoidance maneuvers.
· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day
· Working with ASPEN developers to configure Lunar Calibration sequences 
· Created an excel spreadsheet to outline the timing intervals for the HSI only LCAL

Flight Dynamics 
· Working with the conjunction assessment group on small discrepancies

· Working with FDF and CA group to improve results of our conjunctions
· Monitored close approaches with a few satellites, all passed without incident.

· Looked into the modifications of the targeting for the HSI only calibration for future times
· Working with ASPEN developers to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

Central File Hub
· White Sands incoming file testing is complete. Working with other entities to begin delivery

· Moving to real time section (JPL) since during the flight dynamics section we plan to use WGS first and they are not ready for the change.

· Firewall rules are in place on the MOC side for JPL testing.

· Firewall rules are in place on the Open IONet for JPL testing.

· All below tests are being tested from inside the MOC only, we move the file to the location outside sources would deliver it to test
· Phase one tests are ready for outside entity delivery.
· Phase two scripts are designed, created, and in-house tested. They will be fully tested once phase 1 is complete.
System Administration

· Continued preparing for the transition of the real-time file deliveries to the Central File Hubs.

· Received notification that the Open IONet firewall rules were approved and implemented.

· Added rules to the mission firewall to allow JPL to SSH/SFTP into the File Hubs.

· Completed a successful connectivity test between JPL and the File Hubs.

· Reviewing information for the upcoming Lumeta border assessment. 

· Creating a list of issues that need clarification from the Lumeta scanning team. 

· Compiling a response for their information request.

· Continued troubleshooting a suspected certificate issue on the EO-1 ITPS trending systems that is causing issue with PatchLink and Symantec updates.

· Completed applying the Apr 2013 updates/patches on the IONet Windows computers. These patches included Adobe Flash, Firefox, and Microsoft products.

· Configured auto-update of STK data files on the prime and backup Flight Dynamics systems.

· Reviewed and purged system mail messages for the root user on all operational systems.

· Worked with FOT to update the EO-1 property spreadsheet. Performed a walk-through of the EO-1 related rooms to ensure that any equipment additions and moves were accounted for. Also noted any equipment that was missed during the first walk-through.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down for at least the next 3 months
Operational Discrepancies
· None
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

10-Apr-13 100 6 3 0 0 9

11-Apr-13 101 6 3 1 0 10

12-Apr-13 102 5 4 0 0 9

13-Apr-13 103 6 2 1 0 9

14-Apr-13 104 6 3 0 0 9

15-Apr-13 105 1 8 0 0 9

16-Apr-13 106 4 3 1 0 8

34 26 3 0 63 Weekly Totals


UPCOMING EVENTS

· Implementation of Phase 1 central file hub from JPL
· Lunar calibration and negative phase angle lunar calibration

· Testing of higher speed TDRS contact
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		10-Apr-13		100		6		3		0		0		9

		11-Apr-13		101		6		3		1		0		10

		12-Apr-13		102		5		4		0		0		9

		13-Apr-13		103		6		2		1		0		9

		14-Apr-13		104		6		3		0		0		9

		15-Apr-13		105		1		8		0		0		9

		16-Apr-13		106		4		3		1		0		8

		Weekly Totals				34		26		3		0		63
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