

EO-1 Weekly Report


	Earth Observing – 1

	February 27, 2013 – March 05, 2013

	DOY
	058
	–
	064

	Mission Day
	4542
	–
	4548


EO-1 SPACECRAFT

Instruments

· Scheduled 126 science Data Collection Events (DCEs) 
· All scenes were received 
· Performed Instrument decontamination cycle 

· Conducted HSI deicing from 063/00:25z to 063/15:15z

· Conducted ALI outgassing from 063/00:35z to 063/15:25z
· Performed Instrument calibration

· Solar Array Characterization at 063/10:20z

· HSI Solar Cal at 064/01:08z

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· Monitored VT level change on day 058

· Gathering Data for a plot to inspect the battery levels after the VT level change

· Continued to monitor GPS receiver frequency status mnemonic, still green
· Investigating the possibility of reducing the slew and settling time of the first image of the day.
· Reviewing UDAPs from years 2004 and 2005 to check slew times

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.
· Investigating low bus voltage trips during night time X-band passes with WPS.
· Bus Voltages 1, 2,3,4 reach the yellow during the X-Band pass with WPS

· Pages are received during the X-band support with WPS during night

· Looking at possible FDCs associated with the Bus Voltages and other voltage related mnemonics 

· Investigating the X-band Phased Array Antenna +5V #1 current monitor mnemonic

· Looking at possible FDCs that are associated with the X-Band phased array antenna current

Mission Planning
· Created a script to aid the creation of Single Scan HSI Lunar Calibrations
· Researching the usefulness of a skeletal UDAP for a set of DeltaV commands

· A skeletal UDAP with just the DeltaV commands could possibly reduce UDAP generation time for emergency conjunction avoidance maneuvers.
· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day
· Working with ASPEN developers to configure Lunar Calibration sequences 
· Created an excel spreadsheet to outline the timing intervals for the HSI only LCAL

Flight Dynamics 
· Completed the CCS 6.3 user testing

· Analyzing night time scenes on STK to check for pointing accuracy 

· Looked into the modifications of the targeting for the HSI only calibration for future times
· Working with ASPEN developers to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

Central File Hub
· White Sands incoming file testing is complete. Working with other entities to begin delivery

· Moving to real time section (JPL) since during the flight dynamics section we plan to use WGS first and they are not ready for the change.

· All below tests are being tested from inside the MOC only, we move the file to the location outside sources would deliver it to test
· Phase one tests are ready for outside entity delivery.
· Phase two scripts are designed, created, and in-house tested. They will be fully tested once phase 1 is complete.
System Administration

· Troubleshooting an issue where the backup Data Processing System failed to boot. Errors were displayed stating that there were problems during the file system check and issues opening certain devices.

· After troubleshooting it was discovered that the software raid device names had changed.

· Attempted to change the device names back, but eventually just updated the mdadm.conf and fstab files with the new naming convention.

· System has been working nominally since the fix/workaround was applied. The system was rebooted multiple times and a successful fsck was performed as tests.

· Will continue to research the cause of this issue.

· Applying the March 2013 updates/patches on the CNE computers. Completed installing the expedited Java and Adobe Reader patches as well as a routine Adobe Flash update. Microsoft patches will be applied when released.

· Created the set_primary_hub.pl script that accepts user input and updates the primary.hubs file on the prime and backup Central File Hubs for quicker failover.

· Created system images for 8 operational computers.

· Replaced bad DVD drive on the primary ASPEN Mission Planning system.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down for at least the next 5 months
Operational Discrepancies
· None to report 
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

27-Feb-13 58 5 3 0 1 9

28-Feb-13 59 5 4 1 0 10

1-Mar-13 60 8 0 1 0 9

2-Mar-13 61 6 1 1 0 8

3-Mar-13 62 6 3 1 0 10

4-Mar-13 63 2 6 0 0 8

5-Mar-13 64 7 3 0 0 10

39 20 4 1 64 Weekly Totals


UPCOMING EVENTS

· Implementation of Phase 1 central file hub from other entities (aside from White Sands)
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		27-Feb-13		58		5		3		0		1		9

		28-Feb-13		59		5		4		1		0		10

		1-Mar-13		60		8		0		1		0		9

		2-Mar-13		61		6		1		1		0		8

		3-Mar-13		62		6		3		1		0		10

		4-Mar-13		63		2		6		0		0		8

		5-Mar-13		64		7		3		0		0		10

		Weekly Totals				39		20		4		1		64
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