

EO-1 Weekly Report


	Earth Observing – 1

	February 13, 2013 – February 19, 2013

	DOY
	044
	–
	050

	Mission Day
	4528
	–
	4534


EO-1 SPACECRAFT

Instruments

· Scheduled 101 science Data Collection Events (DCEs) 
· All scenes were received 
· Performed Instrument decontamination cycle 

· Conducted HSI deicing from 049/00:25z to 035/15:15z

· Conducted ALI outgassing from 049/00:35z to 035/15:25z
· Performed Instrument calibration

· Solar Array Characterization at 049/09:50z
· HSI Solar Cal at 050/15:25z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· GPS receiver frequency status mnemonic reporting yellow high as of 051/16z. 

· Spacecraft SOH nominal

· All ASE activities unaffected

· As of 051/22z, EO-1 still using GPS data for propagation 

· GPS Watch Dog started RTS #31 on 048/00:01:15z

· RTS # 31 stops GPS updates, requests one shot GPS packets, allows the use of GPS data and updates

· Cause for this unknown due to lack of data

· All ASE activities were unaffected; the spacecraft SOH was nominal during the GPS watch dog reset. 

· Sent up a new EOP file for the GPS unit at 050/23z

· Successfully completed a TDRS support for 038/16:40z to perform part 2 of the contingency plan exercise. 
· Completed part 1 of the contingency plan exercise by conducting a pass at WGS through the back up FEDS to the 4th string ASIST T&C station with successful commanding.

· Preparing to do a VT level change from 4.5 to 4 to prevent the differential voltage from growing. 

· It appears that after the VT change back to 4.5 following the SADE power cycle last year, the differential voltage looked good for about 6 months. At that point it started growing again and we are approaching where we were last year when we decided to do the VT change.

· Talked with power systems engineer and they agreed with our approach and plan

· Gathering up more data to write up a SOAR on the GPS problem from DOYs 12/345-346 
· No conclusions yet about why the GPS problem occurred in the first place

· Investigating the possibility of reducing the slew and settling time of the first image of the day.
· Reviewing UDAPs from years 2004 and 2005 to check slew times

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.
· Investigating low bus voltage trips during night time X-band passes with WPS.
· Bus Voltages 1, 2,3,4 reach the yellow during the X-Band pass with WPS

· Pages are received during the X-band support with WPS during night

· Looking at possible FDCs associated with the Bus Voltages and other voltage related mnemonics 

· Investigating the X-band Phased Array Antenna +5V #1 current monitor mnemonic

· Looking at possible FDCs that are associated with the X-Band phased array antenna current

Mission Planning
· Creating Lunar Calibration UDAPs for LCALs on DOY 57

· Scheduled a TR2 X-band support for DOY 57

· Researching the usefulness of a skeletal UDAP for a set of DeltaV commands

· A skeletal UDAP with just the DeltaV commands could possibly reduce UDAP generation time for emergency conjunction avoidance maneuvers.
· Creating a VT level change UDAP.

· The new UDAP command allows the change of VT levels 4 and 4.5 through an ATS load

· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day
· Working with ASPEN developers to configure Lunar Calibration sequences 
· Created an excel spreadsheet to outline the timing intervals for the HSI only LCAL

Flight Dynamics 
· Creating Lunar Calibration Products for LCALs on DOY 57

· Created a four month EO-1 ephemeris for LDCM

· Completed MLT predictions for 5 years out

· Compared the prediction from march 2011 (With old and updated atmospheric files), February 2012 and February 2013

· Previous predictions are showing to be accurate with 3-5 days of the MLT of 9:45 using the updated atmospheric files, and 10 days from the pre updated March 2011 prediction.

· Analyzing night time scenes on STK to check for pointing accuracy 

· Looked into the modifications of the targeting for the HSI only calibration for future times
· Working with ASPEN developers to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

Central File Hub
· White Sands incoming file testing is complete. Working with other entities to begin delivery

· Moving to real time section (JPL) since the flight dynamics section we plan to use WGS first and they are not ready for the change.

· All below tests are being tested from inside the MOC only, we move the file to the location outside sources would deliver it to test
· Phase one tests are ready for outside entity delivery.
· Phase two scripts are designed, created, and in-house tested. They will be fully tested once phase 1 is complete.
System Administration

· Completed troubleshooting the I/O error messages in the backup central file hub’s log files. Research showed that these issues meant a hard drive failure was likely. 

· Used Clonezilla to create an image of the primary central file hub.

· Replaced the failing hard drive on the backup system and restored the image on the new drive. Additional configuration (correcting the IP, Hostname, and ssh settings) were needed.

· The system is working nominally and no additional error messages have been received.

· Completed migration of the Mission Planning file deliveries to the Central File Hubs. Contacted White Sands scheduling to stop delivering files directly to the ASPEN computers. The rules allowing this access were removed from the EO-1 mission firewall.

· Completed applying the Feb 2013 updates/patches on the IONet Windows computers. These patches included Adobe Flash, Firefox, and Microsoft products.

· Completed applying the Feb 2013 updates/patches on the CNE computers. These patches included Adobe Flash, Firefox, and Microsoft products.

· Created system images for 4 operational computers.

· Creating the written report of the contingency plan exercise results for the IT security group.

· Continued researching audit alerts generated by the new SSMO log server to help fine tune the alerts and minimize false positives. 

· Reviewed weekly reports to provide input for the EO-1 6 month self evaluation.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· HGS is down for at least the next 5 months
Operational Discrepancies
· None to report 
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

13-Feb-13 44 4 6 1 0 11

14-Feb-13 45 4 5 1 0 10

15-Feb-13 46 5 4 0 0 9

16-Feb-13 47 5 5 0 0 10

17-Feb-13 48 5 2 0 0 7

18-Feb-13 49 1 8 0 0 9

19-Feb-13 50 4 5 0 0 9

28 35 2 0 65 Weekly Totals


UPCOMING EVENTS

· Implementation of Phase 1 central file hub from other entities (aside from White Sands)
· Continuation of Contingency Plan Test

· VT Level Change

· Next Lunar Calibration DOY 57
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		13-Feb-13		44		4		6		1		0		11

		14-Feb-13		45		4		5		1		0		10

		15-Feb-13		46		5		4		0		0		9

		16-Feb-13		47		5		5		0		0		10

		17-Feb-13		48		5		2		0		0		7

		18-Feb-13		49		1		8		0		0		9

		19-Feb-13		50		4		5		0		0		9

		Weekly Totals				28		35		2		0		65





Sheet2

		





Sheet3

		






