DRAFT_2
EO-1 Weekly Status Week of August 1, 2012 – August 7, 2012
Day of Year 214 - 220
Mission Day 4332 – 4338
Earth Observing One (EO-1) - General
Scheduled 139 science Data Collection Events (DCEs) this week.  
Instruments

· Scheduled 139 science Data Collection Events (DCEs) this week 

· Received all images

· Performed Instrument calibration

· ALI Internal Calibration II at 219/00:00z

· Performed Lunar calibrations

· Conducted the single, slow Hyperion image on 215/10:05z

· Conducted 4 scan nominal lunar calibration on 215/12:55z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

Working on prototype Intelligent Payload Module (IPM) which would be used to process data from HyspIRI for low latency applications.  Group is using EO-1 data as a substitute for future HyspIRI data..  Group is working on finalizing the Intelligent Payload Module (IPM) electronics box which will mount and fly on a Bussman Aviation  Helicopter for up to 6 test flights along with a Brandywine Chai640 Hyperspectral instrument.  Figure 1 shows the box IPM box design.
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Figure 1  Intelligent Payload Module (IPM) prototype
Group created a “flatsat” version of the IPM and installed into a portable suitcase for early testing on ground as depicted in Figure 2.
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Figure 2  Testing IPM “ flatsat” on top of building 22
IPM has Core Flight System (cFE) components installed and building 22 is acting as the helicopter/satellite.  Figure 3 shows the ground portion with ASIST installed and being operated from a van.
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Figure 3 ASIST installed on laptop and controlling IPM on top of building 22
Actual helicopter flights scheduled for September/October 2012 timeframe, lifting off from GSFC softball fields.
AIST 2011 QRS effort to develop disaster architecture effort is ongoing.  Integrating OpenStreetMap to catalog flood detections by Radarsat, EO-1 satellites.   Satellite images are converted first ot GeoTiff’s and then to polygon/vectors that are cataloged in a PostGRES database which enables users to customize their displays.   

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· Monitoring Spacecraft Time after adding the Leap Second on July 1st 2012 at 00:00z

· Leap second removal from EOP appears to be working correctly

· Monitoring close approach to several objects

· 34558 (Cosmos 2251 Debris) has a Pc of 0.12% and a miss distance of 500m. The close approach is on 224, we are monitoring this closely.

· 81132 (AnalystSat) had a Pc of 0.05% and a miss distance of 2.4 km, the object was scarcely tracked and passed on 218.

· 85630 (AnalystSat) had a Pc of 0.07% and a miss distance of 700m, the object was scarcely tracked and passed on 218.

· The Single, Slow scan Lunar Calibration had the full moon with no clipping.

· Looking into timing reductions to make the image size smaller (less empty space) which would enable the use of ALI on future scans.

· Creating scripts to ease operations and reduce possibilities for errors

· Testing scripts to clean up log files and directories.

· Testing monthly cleanup script that will call the individual cleanup scripts

· Testing scripts to transfer primary ASIST T&C and update the central file hub that we are building.

· Adding functionality to prepare the target ASIST system for primary use automatically

· Researching all files received on ASIST systems to see if they can all be sent to the central file hub and then transferred all Realtime systems

· X-Band tests with TrollSat are on hold until the station is ready

Mission Planning

· Working with White Sands and the TR2 personnel to schedule some TR2 S-Band Engineering Passes

· Working with JPL to configure Lunar Calibration sequences 

· Looking over the UDAP file provided by JPL for the single scan (HSI, ALI, BOTH) to determine if all necessary commands are there and the timing is accurate

· Ability to do multiple Hyperion scenes in one lunar cal needs multiple base file ID numbers

· Researching updates on MP files to determine if they can be gathered on the central file hub and then transferred to both MP systems

· Rewriting some SOPs for mission planning

Flight Dynamics

· Looking at data from current and previous Single, Slow scan Hyperion Lunar images.

· Checking for attitude control errors and pointing accuracy, power levels, and other state of health mnemonics

· Checking the EOP file for the leap second update

· Nominal EOP ingest script is being used and appears to be working correctly

· Working with ASPEN technicians to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

· Researching updates to FD files to determine if they can be gathered on the central file hub and then transferred to both FD systems

· Rewriting some SOPs for flight dynamics

System Administration

· Supporting ITAP security assessment.

· Completed interview/assessment portion for the Linux systems and mission firewall.

· Attended subsystem outbrief meeting. ITAP team reported minor findings, some of which are already accepted risks.

· Configured the password reuse setting in pam.d for all operational Linux systems to ensure that passwords aren’t being recycled too often.

· Completed update to hosts table on the Data Processing Systems. Entries were added for two servers that products are delivered to.

· Updating the logic used within the Linux backup script to determine if the type should be full or incremental. Instead of using the day of week to determine the type, this update will increase flexibility by using a command line argument to specify the type. Further testing is required before pushing this version to the other computers.

· Worked with IT Security to update KACE to version 5.3.53177 on the 6 EO-1 CNE systems.

· Completed the “Managing System Security in Windows Server 2003” course on SATERN.

· Reported July POAM status update to IT Security team.

· Reviewed and signed the latest revision of the EO-1 Contingency Plan.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 


· SGS has had an equipment malfunction and latest indication is that it will be back up August 2012

· HGS is down, unknown time to be back up

Operational Discrepancies

· None

Number of Real-Time Supports


[image: image6.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

1-Aug-12 214 5 4 0 0 9

2-Aug-12 215 5 3 0 1 9

3-Aug-12 216 6 4 0 0 10

4-Aug-12 217 5 4 1 0 10

5-Aug-12 218 6 3 0 0 9

6-Aug-12 219 8 4 0 0 12

7-Aug-12 220 5 2 0 0 7

40 24 1 1 66 Weekly Totals


UPCOMING EVENTS

· Redesign of nominal Lunar Calibration

· TR2 X-Band pass testing, s-band troubleshooting

Imagery Status

The total number of ALI scenes in the level-0 archive: 63694 
The total number of HYP scenes in the level-0 archive: 63435

The number of ALI level-0 scenes ingested in the past 7 days is 145 
The number of HYP level-0 scenes ingested in the past 7 days is 145

PUBLICATIONS AND PRESENTATIONS STATUS 
430 publications  (as of  2011 will be updated ) 
295 presentations

53 articles and press releases
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		1-Aug-12		214		5		4		0		0		9

		2-Aug-12		215		5		3		0		1		9

		3-Aug-12		216		6		4		0		0		10

		4-Aug-12		217		5		4		1		0		10

		5-Aug-12		218		6		3		0		0		9

		6-Aug-12		219		8		4		0		0		12

		7-Aug-12		220		5		2		0		0		7

		Weekly Totals				40		24		1		1		66
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