DRAFT_2
EO-1 Weekly Status Week of August 8, 2012 – August 14, 2012
Day of Year 221 - 227
Mission Day 4339 – 4345
Earth Observing One (EO-1) - General
Instruments

· Scheduled 120 science Data Collection Events (DCEs) this week 

· Received all images

· Performed instrument decontamination cycles

· Conducted HSI deicing from 226/00:25z to 226/15:15z

· Conducted ALI outgassing from 226/00:35z to 226/15:25z

· Performed Instrument calibration

· Solar Array Characterization at 226/09:43z

· HSI solar calibration 227/08:44z 

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

An SBIR 2012 phase 1 was completed by Signal Processing Inc (SPI) and targeted creation of functionality for HyspIRI that would provide virtualized increase of resolution as follows from  SPI’s summary report:
In this Phase I research, we have achieved quite a few important results. First, we investigated the use of multiple low resolution (LR) hyperspectral images collected at different times to generate a single high resolution (HR) hyperspectral image. Accurate image registration is needed to align the images.

Simulations using actual images from the Air Force showed that this method is promising for change detection. Second, if only a LR hyperspectral image is available, we investigated a sparsity based approach to generating a HR hyperspectral image. Actual Hyperion data were used to evaluate this algorithm. We found that the sparsity based algorithm can improve material classification by 3%. Third, if a LR hyperspectral image and a HR color image are available, we proposed a novel approach entitled "hybrid color mapping" to create HR hyperspectral images. The key idea is to determine a transformation matrix between the HR color image and the LR hyperspectral image. Simulations using actual images (AF and AVIRIS) clearly demonstrated that this method has great potential in generating high fidelity hyperspectral images from LR hyperspectral images.

Intelligent Payload Module (IPM) team expects to receive the box which will house the key components in August.  The team also expects to receive the Chai640 imaging spectrometer by the last week in August or early September.  The completion of the contract with Bussmann aviation to fly the IPM up to 6 times is waiting for the final Chai640 instrument box design.  It is hoped that upon receiving the Chai640, the final box design can be completed within a week afterwards.

Coordination with the Forest Service and Vince Ambrosia continues for a flight of the IPM on the Citation jet which will have the Autonomous Modular Sensor (AMS) for flights to observe wildfires.  Targeted timeframe for the flights are approximately November 2012 and later.

Work continues for the addition of a service on the Matsu cloud and the Joyent Cloud that would automatically process Radarsat data into water extent maps in GeoTiff format and then transform those products into OpenStreetMap format.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· Monitored close approach of object 34558 (Cosmos 2251 Debris) on day 224

· Prepared a TDRS pass for the TCA, manned the pass

· Conducted several telecoms with the CA group to discuss the direction and possible options for avoidance.

· At 3 am local time on day 224, the latest screening showed the debris deviated enough that it would not be an issue.

· Updating the RTS / TSM binder to show the most recent onboard RTS and TSMs.

· The Single, Slow scan Lunar Calibration had the full moon with no clipping.

· Looking into timing reductions to make the image size smaller (less empty space) which would enable the use of ALI on future scans.

· Creating scripts to ease operations and reduce possibilities for errors

· Testing scripts to clean up log files and directories.

· Testing monthly cleanup script that will call the individual cleanup scripts

· Testing scripts to transfer primary ASIST T&C and update the central file hub that we are building.

· Adding functionality to prepare the target ASIST system for primary use automatically

· Researching all files received on ASIST systems to see if they can all be sent to the central file hub and then transferred all Realtime systems

· X-Band tests with TrollSat are on hold until the station is ready

Mission Planning

· Working with White Sands and the TR2 personnel to schedule some TR2 S-Band Engineering Passes

· Working with JPL to configure Lunar Calibration sequences 

· Looking over the UDAP file provided by JPL for the single scan (HSI, ALI, BOTH) to determine if all necessary commands are there and the timing is accurate

· Ability to do multiple Hyperion scenes in one lunar cal needs multiple base file ID numbers

· Researching updates on MP files to determine if they can be gathered on the central file hub and then transferred to both MP systems

· Rewriting some SOPs for mission planning

Flight Dynamics

· Looked at the possible conjunction listed above, input into STK to show geometry of the collision

· Working with ASPEN technicians to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

· Researching updates to FD files to determine if they can be gathered on the central file hub and then transferred to both FD systems

· Rewriting some SOPs for flight dynamics

System Administration

· Continued scripting to automate routines on the EO-1 backup server.

· Completed testing of updated Linux backup script logic (using arguments instead of day of week to determine backup type). The new version of the script was delivered to all applicable systems and used during the most recent backups.

· Creating scripts to schedule and run backups automatically. Created logic to read in the EO-1 daily file, parse out the contacts, and determine when sizable gaps are present. Additional logic creation and testing are required.

· Created a script that checks the process list to see if the syslogd daemon is still running. If this service is not found then the script attempts to restart it and an email notification is sent.

· Reviewing and verifying SSH related firewall rules and comparing against IONet provided IDS reports for the upcoming SSH Gateway Server transition.

· Completed the periodic reboot of the secondary string of operational computers. A chkdsk/fsck is performed on each system during this routine maintenance (8 systems completed).

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 


· SGS has had an equipment malfunction and latest indication is that it will be back up August 2012

· HGS is down, unknown time to be back up

Operational Discrepancies

· None

Number of Real-Time Supports


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

8-Aug-12 221 5 5 0 0 10

9-Aug-12 222 6 2 1 0 9

10-Aug-12 223 5 4 1 0 10

11-Aug-12 224 6 4 0 1 11

12-Aug-12 225 6 3 1 0 10

13-Aug-12 226 1 7 0 0 8

14-Aug-12 227 4 5 1 0 10

33 30 4 1 68 Weekly Totals


UPCOMING EVENTS

· Redesign of nominal Lunar Calibration

· TR2 X-Band pass testing, s-band troubleshooting

Imagery Status

The total number of ALI scenes in the level-0 archive: 63808 
The total number of HYP scenes in the level-0 archive: 63550

The number of ALI level-0 scenes ingested in the past 7 days is 125 
The number of HYP level-0 scenes ingested in the past 7 days is 126

PUBLICATIONS AND PRESENTATIONS STATUS 
430 publications  (as of  2011 will be updated ) 
295 presentations

53 articles and press releases
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