DRAFT_2
EO-1 Weekly Status Week of August 29, 2012 – September 04, 2012
Day of Year 242 - 248
Mission Day 4360 – 4366
Earth Observing One (EO-1) - General
Instruments

· Scheduled 134 science Data Collection Events (DCEs) this week 

· Received all images

· The Total science data collection count includes 
the 5 scenes from the slow and nominal lunar calibrations

· Performed Instrument calibration

· Ali Internal Calibration 2 at 247/00:00z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· The Single, Slow scan Lunar Calibration had the full moon with no clipping.

· For the slow scan lunar calibration the scan rate was slowed down to 1/5 of the normal scan rate

· Looking into timing reductions to make the image size smaller (less empty space) which would enable the use of ALI on future scans.

· Nominal Lunar Calibration went well, the Bus voltages tripped multiple times 

· To fix this, next time EO-1 will not take passes in UMBRA with a Lunar Calibration

· EO-1 will only dump Lunar Calibration X-band data during a DAY TIME PASSES

· Looking into some coordinates of scheduled scenes that weren’t taken properly

· The instrument covers opened fine, and EO-1 was in image mode during scene capture

· The second X-Band test with TrollSat had the correct station identifier 

· The next TR2 X-band test is setup for DOY 255

· The S-band went fine and the telemetry confirms that we were pointing the X-Band at TR2. 

· The pass was during a time where the station has an outbound constraint on data so we do not have the data yet to see if the images match the dump after TR2.

· Creating scripts to ease operations and reduce possibilities for errors

· Creating scripts to switch from the primary FEDS to the backup FEDS to ease the transition during a failover.

· Added files on ASIST systems to use either FEDS as primary or associate ASIST

· Implemented the monthly cleanup script and pushed it to all ASIST systems.

· Set up to automatically run on our Primary and Backup 1-3 ASIST machines

· Tested scripts to transfer primary ASIST T&C and update the central file hub that we are building.

· Updating the RTS / TSM binder to show the most recent onboard RTS and TSMs.

· Creating an excel sheet to track RTSs and TSMs electronically 

· Researching all files received on ASIST systems to see if they can all be sent to the central file hub and then transferred all Realtime systems

· Created and testing incoming FD files on central file hub (files added manually, not from outside sources yet)

Mission Planning

· Prepared Nominal and slow scan lunar calibrations

· Looking into a possible TR code certification test with Wallops Ground Station

· Working with White Sands and the TR2 personnel to schedule some TR2 X-Band Engineering Passes

· Working with JPL to configure Lunar Calibration sequences 

· Researching updates on MP files to determine if they can be gathered on the central file hub and then transferred to both MP systems

· Created and testing incoming FD files on central file hub (files added manually, not from outside sources yet)

· Rewriting some SOPs for mission planning

Flight Dynamics

· Prepared for the Nominal and slow scan lunar calibrations

· Checking scene coordinates 

· Adding TR2 to our X-Band check in our FD products

· Working with ASPEN technicians to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

· Researching updates to FD files to determine if they can be gathered on the central file hub and then transferred to both FD systems

· Created and testing incoming FD files on central file hub (files added manually, not from outside sources yet)

· Testing some re-written SOPs for flight dynamics

System Administration

· Troubleshooting the ASPEN Mission Planning computer that froze over the weekend. FOT member reported that the system was unresponsive and the Caps Lock and Scroll Lock LEDs were flashing. This usually indicated as hardware issue. This happened on the same computer ~11 months ago, but because it is very infrequent and has no associated log entries it is very difficult to determine the root cause. Will continue to monitor the situation.

· FOT did a hard reboot of the system and it booted successfully.

· Re-seated memory and checked connectors inside the computer.

· Ran multiple memory testing tools that all completed without error.

· Completed rebuild of the 2nd string ASIST T&C system. The system has been observed as an associated during multiple passes and there are no errors in the log files.

· Configured the hostname, IP address, MAC address, etc. to their proper values.

· Corrected SSH errors/warnings by populating the .ssh folders with files from the most recent weekly backup.

· Copied the SAMMI license from the most recent weekly backup and started ASIST successfully.

· System was scanned by IONet personnel and was found to have 0 highs.

· Completed troubleshooting the automated system backup scripts. When used for the first time operationally, the script backed up some systems multiple times and skipped others. Corrected the “sudo” entry on the backup FEDS system and determined that certificate based SSH was not configured from the recently rebuilt ASIST box to the backup server. Once these issues were fixed the script completed as expected.

· Updated SNAS certificates for all three FOT accounts. Installed the new certificates on the primary and backup Flight Dynamics computers.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 


· SGS has had an equipment malfunction and according to the latest indication, SGS was supposed to be back up August 2012

· HGS is down, unknown time to be back up

Operational Discrepancies

· None

Number of Real-Time Supports


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

29-Aug-12 242 5 4 0 0 9

30-Aug-12 243 7 3 1 0 11

31-Aug-12 244 5 2 1 1 9

1-Sep-12 245 3 6 0 0 9

2-Sep-12 246 4 6 1 0 11

3-Sep-12 247 5 3 1 0 9

4-Sep-12 248 6 6 0 0 12

35 30 4 1 70 Weekly Totals


UPCOMING EVENTS

· Redesign of nominal Lunar Calibration

· TR2 X-Band pass testing

The total number of ALI scenes in the level-0 archive: 64183 

The total number of HYP scenes in the level-0 archive: 63929

The number of ALI level-0 scenes ingested in the past 7 days is 142 
The number of HYP level-0 scenes ingested in the past 7 days is 142
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		29-Aug-12		242		5		4		0		0		9

		30-Aug-12		243		7		3		1		0		11

		31-Aug-12		244		5		2		1		1		9

		1-Sep-12		245		3		6		0		0		9

		2-Sep-12		246		4		6		1		0		11

		3-Sep-12		247		5		3		1		0		9

		4-Sep-12		248		6		6		0		0		12

		Weekly Totals				35		30		4		1		70
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