

EO-1 Weekly Report


	Earth Observing – 1

	December 12, 2012 – December 18, 2012

	DOY
	347
	–
	353

	Mission Day
	4465
	–
	4471


EO-1 SPACECRAFT

Instruments

· Scheduled 108 science Data Collection Events (DCEs) during these two weeks 
· Missing data for 1 scene, see the operational discrepancies section below 
for more details
· Performed Instrument decontamination cycle 

· Conducted HSI deicing from 352/00:25z to 352/15:15z

· Conducted ALI outgassing from 352/00:35z to 352/15:25z
· Performed Instrument calibration

· Solar Array Characterization at 352/09:58z

· HSI solar calibration at 353/05:42z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· Conducted connectivity/data flow/command echo tests with SG1:

· Successful connection by SG1 to the EO-1 front end system

· Successful telemetry flow test with SG1

· Successful command echo test with SG1 
· Gathering up more data to write up a SOAR on the GPS problem from DOYs 12/345-346 
· No conclusions yet about why the GPS problem occurred in the first place

· Investigating the possibility of reducing the slew and settling time of the first image of the day.
· Reviewing UDAPs from years 2004 and 2005 to check slew times

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.
· Investigating low bus voltage trips during night time X-band passes with WPS.
· Bus Voltages 1, 2,3,4 reach the yellow during the X-Band pass with WPS

· Pages are received during the X-band support with WPS during night

· Looking at possible FDCs associated with the Bus Voltages and other voltage related mnemonics 

· Investigating the X-band Phased Array Antenna +5V #1 current monitor mnemonic

· Looking at possible FDCs that are associated with the X-Band phased array antenna current

Mission Planning
· Working with White Sands and Norway to configure SG1 testing in the near future
· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day
· Completing MP backup system tasks in parallel with primary MP systems

· Generated and tested various S/X-Band UDAPs on the backup ASPEN systems

· Generated and tested various S/X-Band ATS loads using UDAPs from the ASPEN systems

· Created and tested TDRS UDAPs and ATSs on the backup ASPEN and SCP systems

· Created and tested Lunar Calibration UDAPs and ATSs on the backup ASPEN and SCP systems

· Working with White Sands and the TR2 personnel to schedule some TR2 X-Band Engineering Passes

· Working with JPL to configure Lunar Calibration sequences 
Flight Dynamics 

· Working with SG1 to get the proper tracking data for EO-1. 

· Currently getting high speed UTDF files with angles range rate information. EO-1 needs to get low speed UTDF files with just the range rate. The current HSUTDF files can’t be processed without file name modification.

· Requested the most recent Az-El Mask file

· Requested the SG1 Lat/Lon coordinates along with the altitude 

· Analyzing night time scenes on STK to check for pointing accuracy 

· Created and excel spreadsheet to look at slew times in the Inertial and Orbital Coordinate systems

· Looked into the modifications of the targeting for the HSI only calibration for future times
· Working with ASPEN developers to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

Central File Hub
· Performed testing of delivering SEO files to MOC machines

· Parallel testing with White Sands incoming files are occurring successfully.
· All tests so far have been successful. Any script that would delete old files is currently sending an email and will not remove them until other tests are complete.

· Manually processing the File Hub files to prevent duplication, soon they will be automated

· Testing the incoming, migration and syncing of the File Hubs

· Automated failover testing will begin shortly

· Phase 1 (duplicate current process) and Phase 2 (streamline the process) are being designed.

· All below tests are being tested from inside the MOC only, we move the file to the location outside sources would deliver it to test
· Added time and destination arguments for the file alert script and re-tested the script.
· Phase one tests are ready for outside entity delivery.
· Phase two scripts are designed, created, and in-house tested. They will be fully tested once phase 1 is complete.
System Administration

· Completed the manual testing of the migrate_mp.pl and sync_hubs.pl scripts on the new central file servers. Added these scripts to cron so it runs automatically. Monitoring its performance as the next testing step.

· Assisting FOT with planning the SG1 antenna recertification. Participated in a telecom with SGS and Wallops personnel to discuss the changes to telemetry and command, tracking data, etc. Supported successful connectivity and command echo testing.

· Completed applying the Dec 2012 updates/patches on the operational Windows computers. The patches included Firefox, Adobe Flash, and Microsoft patches.

· Completed setup of new CNE printer. The security team performed two security scans. Since the scan found no highs and only 2 mediums (with no current fixes) the printer was approved and placed on the network. This printer was installed on all EO-1 CNE computers.

· Purged system backups older than 1 year to increase the amount of free space on the EO-1 backup server. This should ensure that backups occur without issue during the holidays.

· Performed cleanup of system mail on all ASIST workstations. Several messages are created each hour due to the number of automation scripts running via cronjob.

· Completed updating results for 2012 goals and submitted them to my manager for the Honeywell performance and development review.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· SGS has had an equipment malfunction and latest indication is that the new antenna will be ready for testing sometime soon under the designation SG1
· Tests will be scheduled in the upcoming weeks
· HGS is down for at least the next 6 months
Operational Discrepancies

· Missing data for 1 scene on a PF2 pass at 351/05:45z-05:57z
· Chatter in X-Band data received at EO-1 MOC

Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

12-Dec-12 347 5 4 0 0 9

13-Dec-12 348 5 5 0 0 10

14-Dec-12 349 7 3 1 0 11

15-Dec-12 350 6 4 1 0 11

16-Dec-12 351 5 2 1 0 8

17-Dec-12 352 1 11 0 0 12

18-Dec-12 353 4 4 0 0 8

33 33 3 0 69 Weekly Totals


UPCOMING EVENTS

· SG1 antenna testing (recertification)
· Implementation of Phase 1 central file hub (WOTIS testing)
· Lunar Calibrations on DOY 364
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