

EO-1 Weekly Report


	Earth Observing – 1

	November 14, 2012 – November 27, 2012

	DOY
	319
	–
	332

	Mission Day
	4437
	–
	4450


EO-1 SPACECRAFT

Instruments

· Scheduled 224 science Data Collection Events (DCEs) during these two weeks 
· Lost 1 images during an SGS pass on day 325 detailed in the Discrepancy section below
· Lost 2 images during an SGS pass on day 325 detailed in the Discrepancy section below
· Performed instrument decontamination cycles

· Conducted HSI deicing from 324/00:25z to 324/15:15z

· Conducted ALI outgassing from 324/00:35z to 324/15:25z

· Performed Instrument calibration

· Solar Array Characterization at 324/10:31z

· HSI solar calibration at 324/23:40z
· Ali Internal Cal II at 331/00:00z

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· Verified the changes to the paging script made last week only removed the unnecessary pages.
· Verified the changes to the GN_CMD_AUTO proc and the post pass page made last week are working as intended. 
· Preparing to load the day 334 Lunar Calibration.

· Looking into slightly modifying the targeting of the HSI only calibration similar to the modification made to the old modified lunar calibration.

· Investigating the possibility of reducing the slew and settling time of the first image of the day.

· Reviewing x-band power constraints for image and pass scheduling using ASPEN.
· Investigating low bus voltage trips during night time X-band passes with WPS.
· Bus Voltages 1, 2,3,4 reach the yellow during the X-Band pass with WPS

· Pages are received during the X-band support with WPS during night

· Looking at possible FDCs associated with the Bus Voltages and other voltage related mnemonics 

· Investigating the X-band Phased Array Antenna +5V #1 current monitor mnemonic

· Looking at possible FDCs that are associated with the X-Band phased array antenna current

Mission Planning
· Created the Mission Planning products for the day 334 Lunar Calibration

· Looking into what would be needed for manual testing of reducing the slew and settling time of the first image of the day
· Working with White Sands to configure SG1 testing in the near future
· Testing is set for this coming week
· Completing MP backup system tasks in parallel with primary MP systems

· Generated and tested various S/X-Band UDAPs on the backup ASPEN systems

· Generated and tested various S/X-Band ATS loads using UDAPs from the ASPEN systems

· Created and tested TDRS UDAPs and ATSs on the backup ASPEN and SCP systems

· Created and tested Lunar Calibration UDAPs and ATSs on the backup ASPEN and SCP systems

· Working with White Sands and the TR2 personnel to schedule some TR2 X-Band Engineering Passes

· Working with JPL to configure Lunar Calibration sequences 
Flight Dynamics 

· Created the Flight Dynamics products for the day 334 Lunar Calibration
· Looked into the modifications of the targeting for the HSI only calibration for future times
· Working with ASPEN developers to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

Central File Hub
· Parallel testing with White Sands incoming files are occurring successfully.
· All tests so far have been successful. Any script that would delete old files is currently sending an email and will not remove them until other tests are complete.

· Manually processing the File Hub files to prevent duplication, soon they will be automated

· Testing the incoming, migration and syncing of the File Hubs

· Automated failover testing will begin shortly

· Phase 1 (duplicate current process) and Phase 2 (streamline the process) are being designed.

· All below tests are being tested from inside the MOC only, we move the file to the location outside sources would deliver it to test
· Added time and destination arguments for the file alert script and re-tested the script.
· Phase one tests are ready for outside entity delivery.
· Phase two scripts are designed, created, and in-house tested. They will be fully tested once phase 1 is complete.
System Administration

· Continued working with FOT Lead on the central file server project.

· Confirmed receipt of seo and reo files from White Sands scheduling server to the primary and backup file servers.

· Updated the file alert script to accept arguments for the time period to report on and subdirectories to monitor inside the user’s home directory. Also moved the file alert script to a central location to be used by all accounts instead of each account having its own copy.
· Manually tested the scripts that sort and deliver Mission Planning files to the ASPEN systems. Verified that the primary/backup roles of the file servers worked correctly.

· Configured the incoming_mp.pl script to run via cronjob to sort incoming Mission Planning files automatically.

· Completed applying the Nov 2012 updates/patches on the IONet Windows computers. The patches included Adobe Flash, Quicktime, Java, Firefox, and Microsoft patches.

· Submitted orders for equipment to be purchased for this year’s budget. Finalized next year’s equipment purchase list and submitted for approval.

· Contacted CNE security personnel to determine the process for having the new EO-1 printer authorized for network connection. The necessary forms, checklists, and benchmarks have been downloaded and are being reviewed now.

· Replaced the monitors on 9 EO-1 computers with new and/or upgraded monitors.

· Replaced the mice on 9 operational systems with optical ones ordered by EO-1 FOT.

· Updated the EO-1 Manual Inventory of the Flight Software Lab for December and sent it to the IT security team to be uploaded.

· Assisted EO-1 Tech Engineer in researching and troubleshooting an issue with TCP keep-alive time on Linux systems.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape (for each week).
GROUND AND SPACE NETWORK

Station Downtimes 

· SGS has had an equipment malfunction and latest indication is that the new antenna will be ready for testing sometime soon under the designation SG1
· Tests are scheduled for next week
· HGS is down for at least the next 6 months
Operational Discrepancies

· SGS pass on day 325 at 14:14z lost 1 image due to files not being fully downlinked 

· 5 files were missing from the last image due to pass time
· SGS pass on day 325 at 19:06z lost 2 images due to file scattering caused by snow on the radome

· The snow was cleared after the pass

Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

14-Nov-12 319 5 3 1 0 9

15-Nov-12 320 5 4 1 0 10

16-Nov-12 321 6 3 1 0 10

17-Nov-12 322 4 3 1 0 8

18-Nov-12 323 4 5 0 0 9

19-Nov-12 324 0 12 0 0 12

20-Nov-12 325 4 6 1 0 11

28 36 5 0 69 Weekly Totals



[image: image2.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

21-Nov-12 326 4 6 1 0 11

22-Nov-12 327 5 3 1 0 9

23-Nov-12 328 5 5 0 0 10

24-Nov-12 329 6 2 0 0 8

25-Nov-12 330 4 5 1 0 10

26-Nov-12 331 4 6 0 0 10

27-Nov-12 332 5 5 0 0 10

33 32 3 0 68 Weekly Totals


UPCOMING EVENTS

· Next Lunar Calibrations on 11/29/12

· SG1 antenna testing (recertification)

· TR2 X-Band pass testing 
· Implementation of Phase 1 central file hub (WOTIS testing)
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Sheet1

		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		14-Nov-12		319		5		3		1		0		9

		15-Nov-12		320		5		4		1		0		10

		16-Nov-12		321		6		3		1		0		10

		17-Nov-12		322		4		3		1		0		8

		18-Nov-12		323		4		5		0		0		9

		19-Nov-12		324		0		12		0		0		12

		20-Nov-12		325		4		6		1		0		11

		Weekly Totals				28		36		5		0		69
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Sheet1

		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		21-Nov-12		326		4		6		1		0		11

		22-Nov-12		327		5		3		1		0		9

		23-Nov-12		328		5		5		0		0		10

		24-Nov-12		329		6		2		0		0		8

		25-Nov-12		330		4		5		1		0		10

		26-Nov-12		331		4		6		0		0		10

		27-Nov-12		332		5		5		0		0		10

		Weekly Totals				33		32		3		0		68
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