

EO-1 Weekly Report


	Earth Observing – 1

	November 07, 2012 – November 13, 2012

	DOY
	312
	–
	318

	Mission Day
	4430
	–
	4436


EO-1 SPACECRAFT

Instruments

· Scheduled 106 science Data Collection Events (DCEs) this week 
· All images received 
· Performed Instrument calibration

· Ali Internal Cal 1 317/00:29z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· Changed the paging script to remove and unnecessary page dealing with paging some accepted commands after they have already been accepted.
· Put in place a previously tested change into effect for normal operations that changes the GN_CMD_AUTO proc to move the goal and proc queue above the sci quikr downlink in terms of priority

· Putting a change to the post pass page to look for down-linked sci20k/hiihat20k as well as the current sci quickr 
· Reviewing x-band power constraints for image and pass scheduling using ASPEN
· Looked at Lunar Calibrations from DOY 304

· Single HSI only Lunar calibration appears to be centered well.
· Investigating low bus voltage trips during night time X-band passes with WPS

· Bus Voltages 1, 2,3,4 reach the yellow during the X-Band pass with WPS

· Pages are received during the X-band support with WPS during night

· Looking at possible FDCs associated with the Bus Voltages and other voltage related mnemonics 

· Investigating the X-band Phased Array Antenna +5V #1 current monitor mnemonic

· Looking at possible FDCs that are associated with the X-Band phased array antenna current

Mission Planning
· Working with White Sands to configure SG1 testing in the near future
· Testing should begin in the next week or 2, we are ready on our end for the tests
· Completing MP backup system tasks in parallel with primary MP systems

· Generated and tested various S/X-Band UDAPs on the backup ASPEN systems

· The only differences are time of UDAP generation, everything else is exactly the same

· Generated and tested various S/X-Band ATS loads using UDAPs from the ASPEN systems

· The only difference are time of ATS generation, everything else is exactly the same 

· Created and tested TDRS UDAPs and ATSs on the backup ASPEN and SCP systems

· Created and tested Lunar Calibration UDAPs and ATSs on the backup ASPEN and SCP systems

· Modifying a configuration and test plan for the backup mission planning system
· Working with White Sands and the TR2 personnel to schedule some TR2 X-Band Engineering Passes

· Working with JPL to configure Lunar Calibration sequences 
Flight Dynamics 

· Checked the date of the next lunar cal

· Refer to the Upcoming Events section for more details

· Working with ASPEN developers to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

Central File Hub
· Contacted White Sands scheduling to begin the process of migrating file delivers
· White Sands informed the EO-1 MOC that they are in the processing of updating scripts. EO-1 MOC will be ready for parallel testing once White Sands is done updating scripts.

· Phase 1 (duplicate current process) and Phase 2 (streamline the process) are being designed.

· Researching all files (FD, MP, and Realtime) that come into the MOC (aside from S/X- band and Image data) to determine where the files originate and where they need to go (now and in Phase 2)
· Rules are being added to our firewall soon to begin testing with incoming WOTIS files going to the file hub in parallel with normal deliveries.
· All below tests are being tested from inside the MOC only, we move the file to the location outside sources would deliver it to test
· Added a primary hub check to migrate scripts to ensure only the primary hub migrates the files
· Added a script to determine the primary hub upon startup
· File Cleanup

· A script that checks for any files left in the /home/ directories for more than 1 day and then emails the FOT has been created and tested.

· Added a check to not look at any folders during this check

· A script that checks for files that have already been migrated from the Central File Hub over 30 days ago and delete them has been created and tested.
· A script that determines if the primary hub has been offline for more than 30 minutes has been created and tested. This will be used as a failover eventually
· A script that is used to “sync” the primary and backup file hubs has been created and tested.

· This script will move files from the incoming folders to the incoming/migrated/ folders if they were migrated on the other file hub. 

· If the system has become primary, it will also grab any file in the various /home/ directories of the other hub to ensure the most up to date files.

· Realtime

· Phase 1 script for incoming and migrating data to Primary ASIST have been created and tested

· Phase 2 script for incoming and migrating data to ALL ASIST systems have been created
· Mission Planning

· Phase 1 script for incoming and migrating the data to the primary Mission Planning system has been created and tested 
· Phase 2 script for incoming and migrating the data to ALL MP systems has been created

· Flight Dynamics
· Phase 1 script for incoming and migrating the data to the ALL Flight Dynamics system has been created and tested

· Phase 2 will be exactly the same

System Administration

· Continued working with FOT Lead on the central file server project.

· Added the WOTIS scheduling server’s IP address to the hosts.allow file on the primary and backup systems and configured key-based SSH from WOTIS to the servers.

· Contacted WOTIS personnel to have the file servers added as destinations for EO-1 related scheduling file deliveries.

· Completed editing the EO-1 mission firewall to add access from the WOTIS scheduling server to the central file servers.

· Completed applying the Nov 2012 updates/patches on the CNE computers. The patches included Adobe Flash, Quicktime, and Microsoft patches.

· Completed periodic reboots of the primary string of operational computers. A chkdsk/fsck was performed on each system during this routine maintenance (4 computers completed).

· Researched and created an equipment purchase list to be used as part of the EO-1 budget. 

· Created a computer make/model list to be used to create a quote for adding hardware maintenance support to the mission.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· SGS has had an equipment malfunction and latest indication is that the new antenna will be ready for testing sometime soon under the designation SG1
· HGS is down for at least the next 7 months
Operational Discrepancies

· None 

Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

7-Nov-12 312 4 6 0 0 10

8-Nov-12 313 6 4 0 0 10

9-Nov-12 314 5 3 1 0 9

10-Nov-12 315 6 3 0 0 9

11-Nov-12 316 6 3 0 0 9

12-Nov-12 317 3 5 0 0 8

13-Nov-12 318 4 6 1 0 11

34 30 2 0 66 Weekly Totals


UPCOMING EVENTS

· Next Lunar Calibrations on 11/29/12

· TR2 X-Band pass testing 
· Implementation of Phase 1 central file hub (WOTIS testing)
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		7-Nov-12		312		4		6		0		0		10

		8-Nov-12		313		6		4		0		0		10

		9-Nov-12		314		5		3		1		0		9

		10-Nov-12		315		6		3		0		0		9

		11-Nov-12		316		6		3		0		0		9

		12-Nov-12		317		3		5		0		0		8

		13-Nov-12		318		4		6		1		0		11

		Weekly Totals				34		30		2		0		66
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