

EO-1 Weekly Report


	Earth Observing – 1

	October 24, 2012 – October 31, 2012

	DOY
	298
	–
	304

	Mission Day
	4416
	–
	4422


EO-1 SPACECRAFT

Instruments

· Scheduled 96 science Data Collection Events (DCEs) this week 

· Lost 8 scenes see the Operational Discrepancies section below for more details.
· Performed Instrument calibration

· ALI Internal Calibration 2 303/00:00z 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· EO-1 Flight Operations Team came in on 10/28/12 and 10/29/12 to:

· Finalize and send up the Lunar Calibration Load

· Extend the mission planning ATS loads till well past the projected storm time

· Perform Flight Dynamics to send out necessary FD products 
· Performed Lunar Calibrations on DOY 304

· The HSI 1/5 rate was performed at 304/08:54z

· The Nominal Calibration was performed at 304/12:07z

· ATS was in control of EO-1 for the Lunar Calibrations, so the ASE wasn’t commanding the spacecraft from 304/08:15z-16:15z

· Investigating low bus voltage trips during night time X-band passes with WPS

· Bus Voltages 1, 2,3,4 reach the yellow during the X-Band pass with WPS

· Pages are received during the X-band support with WPS during night

· Looking at possible FDCs associated with the Bus Voltages and other voltage related mnemonics 

· Investigating the X-band Phased Array Antenna +5V #1 current monitor mnemonic

· Looking at possible FDCs that are associated with the X-Band phased array antenna current

· Creating scripts to ease operations and reduce possibilities for errors

· Scripts to switch from Primary ASIST or FEDS to a backup have been created and tested.

· Adjusting scripts to fit with Central File Hub.
· Creating an electronic and description for the RTS / TSM binder to show the most recent onboard RTSs.
Mission Planning
· Created the HSI only and Nominal Lunar Calibration ATS loads
· Working with White Sands to configure SG1 testing in the near future
· Testing should begin in the next week or 2
· Completing MP backup system tasks in parallel with primary MP systems

· Generated and tested various S/X-Band UDAPs on the backup ASPEN systems

· The only differences are time of UDAP generation, everything else is exactly the same

· Generated and tested various S/X-Band ATS loads using UDAPs from the ASPEN systems

· The only difference are time of ATS generation, everything else is exactly the same 

· Created and tested TDRS UDAPs and ATSs on the backup ASPEN and SCP systems

· Created and tested Lunar Calibration UDAPs and ATSs on the backup ASPEN and SCP systems

· Modifying a configuration and test plan for the backup mission planning system
· Verified all the RTSs necessary for TR code certification test with Wallops Ground Station

· Working with White Sands and the TR2 personnel to schedule some TR2 X-Band Engineering Passes

· Working with JPL to configure Lunar Calibration sequences 
Flight Dynamics
· Created the HSI Lunar Calibration and the Nominal Lunar Calibration FD products
· Checked the time for the next Lunar Calibrations, two lunar calibrations will be performed as follows:

· 1/5 scan rate HSI only SCAN

· Nominal Lunar Calibration consisting of 4 scans

· 5th scan was performed by the AC instrument, that data is no longer needed 

· Generated AzEl reports for the upcoming X-Band tests with TR2 on DOY 291

· Working with ASPEN technicians to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

Central File Hub

· Phase 1 (duplicate current process) and Phase 2 (streamline the process) are being designed.

· Researching all files (FD, MP, and Realtime) that come into the MOC (aside from S/X- band and Image data) to determine where the files originate and where they need to go (now and in Phase 2)
· All below tests are being tested from inside the MOC only, we move the file to the location outside sources would deliver it to test
· Added a primary hub check to migrate scripts to ensure only the primary hub migrates the files
· Added a script to determine the primary hub upon startup
· File Cleanup

· A script that checks for any files left in the /home/ directories for more than 1 day and then emails the FOT has been created and tested.

· A script that checks for files that have already been migrated from the Central File Hub over 30 days ago and delete them has been created and tested.
· A script that determines if the primary hub has been offline for more than 30 minutes has been created and tested. This will be used as a failover eventually
· A script that is used to “sync” the primary and backup file hubs has been created and tested.

· This script will move files from the incoming folders to the incoming/migrated/ folders if they were migrated on the other file hub. 

· If the system has become primary, it will also grab any file in the various /home/ directories of the other hub to ensure the most up to date files.

· Realtime

· Phase 1 script for incoming and migrating data to Primary ASIST have been created and tested

· Phase 2 script for incoming and migrating data to ALL ASIST systems have been created
· Mission Planning

· Phase 1 script for incoming and migrating the data to the primary Mission Planning system has been created and tested 
· Phase 2 script for incoming and migrating the data to ALL MP systems has been created

· Flight Dynamics
· Phase 1 script for incoming and migrating the data to the ALL Flight Dynamics system has been created and tested

· Phase 2 will be exactly the same

System Administration

· Continued working with FOT Lead on the central file server project.

· Updated 6 scripts that handle moving/sorting incoming files. Replaced the static hostname within the scripts with a command to dynamically determine and store the hostname to a variable.

· Corrected improper permissions on the /etc/rc.d/rc.local file on 7 systems. The permissions were changed as part of the CIS Benchmarks for RHEL5. Execute privileges were added back to file owner so that the script is actually run during startup.

· Worked with FOT Lead to update scripts associated with SEO file processing and delivery on the ASPEN mission planning systems. 

· The seocopy.pl script was updated to dynamically determine the hostname and use it instead of a static name. This allows the same script to be used on all systems.

· Created a seosort.pl script that is similar in functionality to the seocopy.pl script, but does not deliver the files. Also made the code more efficient. This script will be used in place of seocopy.pl once the central file hub is in place.

· Configured key-based SSH between accounts on the three ASPEN mission planning systems.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· SGS has had an equipment malfunction and latest indication is that the new antenna will be ready for testing sometime soon under the designation SG1
· HGS is down for at least the next 8 months
Operational Discrepancies

· 2012:303:01:53:35 2012:303:02:03:48 WPS,  11M was stowed due to Hurricane Sandy 
NAM ID: 0001748
· Result: Loss of two (2) scenes
· 2012:304:02:30:27 2012:304:02:41:01 WPS, 11M stowed due to Hurricane Sandy
· Result: Loss of four (4) scenes
· 2012:305:01:31:03 2012:305:01:40:42 WPS, Complications due to Hurricane Sandy

· Result: Loss of two (2) scenes 
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

24-Oct-12 298 5 5 0 0 10

25-Oct-12 299 4 5 0 0 9

26-Oct-12 300 5 4 0 0 9

27-Oct-12 301 3 7 1 0 11

28-Oct-12 302 4 7 0 0 11

29-Oct-12 303 4 5 0 0 9

30-Oct-12 304 6 7 0 1 14

31 40 1 1 73 Weekly Totals


UPCOMING EVENTS

· TR2 X-Band pass testing 
· Implementation of Phase 1 central file hub
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		24-Oct-12		298		5		5		0		0		10

		25-Oct-12		299		4		5		0		0		9

		26-Oct-12		300		5		4		0		0		9
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