

EO-1 Weekly Report


	Earth Observing – 1

	May 30, 2012 – June 5, 2012

	DOY
	151
	–
	157

	Mission Day
	4269
	–
	4275


EO-1 SPACECRAFT

Instruments

· Scheduled 111 science Data Collection Events (DCEs) this week 

· Received all images
· Performed Lunar Calibration

· Conducted single, slow rate, Hyperion only scan of the moon 156/20:00z

· Conducted nominal 4-scan lunar calibration of the moon on 156/22:30z

· Performed instrument decontamination cycles

· Conducted HSI deicing from 156/00:25z to 156/15:15z

· Conducted ALI outgassing from 156/00:35z to 156/15:25z

· Performed Instrument calibration

· Solar Array Characterization at 156/10:06z

· HSI solar calibration 157/04:11z

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· Lunar Calibrations performed on 156

· Single, slow rate, Hyperion only scan of the moon

· Image appeared to be partially clipped, slight reworking of the sequence may be needed if another attempt is tried

· Commands to allow WARP to record and to go back to Standard Ops mode were issued during Real-Time

· Nominal 4-scan Lunar Calibration appeared normal

· Monitoring passes with the TrollSat ground station for receiver and commanding lock

· It appears that passes around 21:00z with TrollSat lose receiver and commanding lock a few minutes into the pass. These passes go from the South East and pass near the sensor mask provided by TrollSat. We are setting up tests with TrollSat to determine if this is the only area where we lose the locks.

· Preparing to upload X-band target table containing TrollSat
· Creating scripts to transfer primary ASIST T&C and update the central file hub that we are building.
· Adding functionality to prepare the target ASIST system for primary use automatically

· Researching all files received on ASIST systems to see if they can all be sent to the central file hub and then transferred all Realtime systems

Mission Planning
· Created 4-scan lunar calibration for use next week

· Designed and created single, slow scan, Hyperion only Lunar image

· Slight changes need to be made to the sequence

· Researching updates on MP files to determine if they can be gathered on the central file hub and then transferred to both MP systems
Flight Dynamics
· Created 4-scan lunar calibration for use next week

· Designed and created single, slow scan, Hyperion only Lunar Image

· Slight changes need to be made to the sequence

· Working with ASPEN technicians to rebuild lunar calibration

· Talk about whether it will be dual 3-scan calibrations or a single ALI only 4 scan and a Hyperion only single scan

· Researching updates to FD files to determine if they can be gathered on the central file hub and then transferred to both FD systems
System Administration

· Completed annual CIS Benchmark review on the EO-1 backup server and began the process on an ASIST T&C system. Verified previously applied benchmark settings and implemented new benchmark items. This review was documented in a benchmark spreadsheet.

· Completed the periodic reboot of the backup string of operational computers. A chkdsk/fsck is performed on each system during this routine maintenance (8 systems completed).

· Corrected fstab file on the backup ASPEN mission planning computer. During CIS Benchmarks a typo was made that caused the system to fail during startup. A backup version of the file was used to boot the computer and the benchmark setting was reapplied correctly.

· Assisted EO-1 Tech Engineer in troubleshooting an issue with 2 passes. Reviewed firewall logs and confirmed his findings that TR2 connected to the FEDS system multiple times. The max number of station connections on the FEDS was reached which caused issues with the next pass. TR2 was disconnected ~1 hour 45 minutes later (believed to be the IONet firewall’s rule to disconnect long idle connections). Once all TR2 connections were cleared the following passes were nominal.

· Excessing 33 spare/failed removable hard drives that were previously part of the legacy FEDS array. Each drive was removed from its enclosure, wiped using a degausser, and put back in the enclosure. The devices were delivered to property personnel to be excessed.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· SGS has had an equipment malfunction and latest indication is that it will be back up August 2012
· HGS is down, unknown time to be back up

Operational Discrepancies

· Lost Telemetry on MGS pass at 156/09:20z due to missed TrollSat pass below
· TrollSat pass on 156/07:33. Station is investigation the problem but it appeared that TrollSat connected to the FEDS 32 times (FEDS Limit) and never disconnected. This caused a problem where MGS was not able to connect.
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

30-May-12 151 6 6 1 0 13

31-May-12 152 5 5 1 0 11

1-Jun-12 153 5 5 1 0 11

2-Jun-12 154 5 5 0 0 10

3-Jun-12 155 6 3 1 0 10

4-Jun-12 156 2 10 0 1 13

5-Jun-12 157 5 5 1 0 11

34 39 5 1 79 Weekly Totals


UPCOMING EVENTS

· X-band target table upload
· Redesign of nominal Lunar Calibration
· Possible redesign of the Single, slow, Hyperion lunar image
· TR2 X-Band pass testing
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		30-May-12		151		6		6		1		0		13

		31-May-12		152		5		5		1		0		11

		1-Jun-12		153		5		5		1		0		11

		2-Jun-12		154		5		5		0		0		10

		3-Jun-12		155		6		3		1		0		10

		4-Jun-12		156		2		10		0		1		13

		5-Jun-12		157		5		5		1		0		11

		Weekly Totals				34		39		5		1		79
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