

EO-1 Weekly Report


	Earth Observing – 1

	May 9, 2012 – May 15, 2012

	DOY
	130
	–
	136

	Mission Day
	4248
	–
	4254


EO-1 SPACECRAFT

Instruments

· Scheduled 152 science Data Collection Events (DCEs) this week 

· Received all images
· Performed Instrument calibration

· ALI Internal Calibration II at 135/00:00z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· Completed pass with Axle as Primary T&C station successfully after it was unlinked with Crossbow

· Monitoring passes with the TrollSat ground station for receiver and commanding lock

· It appears that passes around 21:00z with TrollSat lose receiver and commanding lock a few minutes into the pass. These passes go from the South East and pass near the sensor mask provided by TrollSat. We are setting up tests with TrollSat to determine if this is the only area where we lose the locks.

· Compiled a list of end of mission RCS heater commands 

· Looking for the possibility of turning off the tank heaters at end of life. It appears that we can turn off the RCS heater (1&2) but that heater 2 is set to always stay on through a RAM and EE mask. There is no individual telemetry for the RCS Tank heaters.

· Submitted SOARS for events during the SSPC anomaly

Mission Planning
· Generating routine back-up ATS loads 
· Created a PROC to support X-band passes with the Trollsat ground station

· Based on the proc that uploaded the Singapore ground station, this will replace it. Verifying the procedure before the intended use.

Flight Dynamics
· Checked for locations on orbit of the SSPC anomalies

· Two of the SSPC hits occur near the South Pole which corresponds with the increased electrons going through the magnetic field.
· Two of the SSPC hits occur at about -45 degree latitude but at different longitudes

· SGS tracking data is being correctly processed during orbit determination 

System Administration
· Troubleshooting hardware issue with 2nd string ASIST T&C system. Discovered this system powered off with an orange power light (indicating an internal power issue) after getting an email notification from the hostchecker script. The system would no longer boot.

· Swapping power supplies with another system provided the same results. This eliminated the power supply as the issue.

· Noticed multiple blown/leaking capacitors on the motherboard. The system still wouldn’t boot after disconnecting/removing memory, hard drives, etc. 

· Received one of SDO’s spare computers (different model number) to use for the repair process. A spare PCI SCSI card was installed and the hard drives from the ASIST T&C system were migrated to the replacement computer.

· The system wouldn’t boot in this state due to hardware mismatches. Booted into rescue mode on the installation CD. Ran the kudzu hardware manager to uninstall old hardware and install the new hardware. Also recreated initrd images for the kernel.

· The system booted fine after that and ASIST was started without issue. However, the system failed overnight with a blinking orange power light (typically a malfunctioning or improperly installed component). Logfiles showed multiple SCSI errors before the system failed.

· Reseated all cards, memory, and cables in the system and powered on. The system is currently offline to run overnight to see if it happens again. An additional spare SCSI card is available to try if the error happens again.

· Continued work on the creation of an EO-1 central file server.

· Placed systems on the Open IONet network.

· Updated the hostchecker script to include these two systems for its routine checks.

· Created necessary user accounts and directories on the backup server in order to perform routine system backups. Configured certificate based SSH between the file servers and the backup server.

· Completed configuration of the clock account on 4 backup ASIST T&C workstations so that they now send their schedule to the countdown clock. Configured certificate based SSH between the clock account and asist account on each system. Scheduled the buildsched program to run via cron.

· Completed applying the May 2012 updates/patches on the CNE computers. The patches included Adobe Flash, Firefox, Java and Microsoft products.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

· Created monthly tapes for April.

GROUND AND SPACE NETWORK

Station Downtimes 

· SGS has had an equipment malfunction and latest indication is that it will be back up August 2012
· HGS is down, unknown time to be back up

Operational Discrepancies

· None
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

9-May-12 130 6 2 1 0 9

10-May-12 131 5 6 1 0 12

11-May-12 132 7 1 0 0 8

12-May-12 133 5 4 1 0 10

13-May-12 134 5 4 1 0 10

14-May-12 135 7 3 1 0 11

15-May-12 136 6 6 1 0 13

41 26 6 0 73 Weekly Totals


UPCOMING EVENTS

· TR2 X-Band pass testing
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		9-May-12		130		6		2		1		0		9

		10-May-12		131		5		6		1		0		12

		11-May-12		132		7		1		0		0		8

		12-May-12		133		5		4		1		0		10

		13-May-12		134		5		4		1		0		10

		14-May-12		135		7		3		1		0		11

		15-May-12		136		6		6		1		0		13

		Weekly Totals				41		26		6		0		73
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