

EO-1 Weekly Report


	Earth Observing – 1

	April 25, 2012 – May 2, 2012

	DOY
	116
	–
	122

	Mission Day
	4234
	–
	4240


EO-1 SPACECRAFT

Instruments

· Scheduled 106 science Data Collection Events (DCEs) this week 

· Received all images taken
· Performed Instrument calibration

· HSI solar calibration 120/03:35z
· ALI Internal Calibration I on 121/02:29z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· After the solar calibration last week the Hyperion scientist noticed slightly elevated temperatures.  Down linked 2 successful test images on DOY 109
· Stopped ASE, performed Hyperion Restart procedure, resumed ASE
· An RTS that is used in the Hyperion Restart procedure that sets CryoCooler temperatures was not in the safe-hold/load shed recovery contingency document, adding it in now

· Hyperion temperature appeared nominal during solar calibration

· Hyperion was powered off to ensure the PSE OM FDC did not restart it, it did not
Mission Planning
· Created and used the ATS load during the ASE stop for Hyperion restart 
Flight Dynamics
· Checked for locations on orbit of the SSPC anomalies
System Administration
· Corrected upgrade of gdb (GBU Debugger) on the primary and backup Data Processing Systems. The EO-1 Tech Engineer tested his routine after the upgrade and verified that it ran successfully.

· This required updating multiple python and glibc components that were dependencies for gdb.

· Completed annual CIS Benchmark review on 2 operational systems. Verified previously applied benchmark settings and implemented new benchmark items for each system. This review was documented in a benchmark spreadsheet.

· Preparing to make the 3rd string ASIST system a standalone workstation. This system currently NFS mounts some of the primary ASIST system’s directories.

· Used the most recent system backup from the primary to populate the ASIST pages, procs, scripts, etc. These files will be used by the 3rd string system once the NFS mount is removed.

· Continued work on the creation of an EO-1 central file server.

· Received the document information from IT Security team and completed the “NASCOM Access Control IS on IONet” for. Submitted form to IONet personnel.

· Working with IONet scanning team to schedule the certification scans for these systems.

· Spoke with JPL personnel about their upcoming lab relocation. The current assumption is that their IP addresses will remain the same, but that has not been finalized. Creating a list of modifications that will need to be made in case JPL’s IPs do have to be changed.

GROUND AND SPACE NETWORK

Station Downtimes 

· SGS has had an equipment malfunction and latest indication is that it will be back up next August
· HGS is down, unknown time to be back up

Operational Discrepancies

· None
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

25-Apr-12 116 6 4 0 0 10

26-Apr-12 117 6 5 1 0 12

27-Apr-12 118 5 3 1 2 11

28-Apr-12 119 6 4 0 0 10

29-Apr-12 120 5 3 0 0 8

30-Apr-12 121 5 2 0 0 7

1-May-12 122 4 5 1 0 10

37 26 3 2 68 Weekly Totals


UPCOMING EVENTS

· TSM update onboard spacecraft
· TR2 X-Band pass testing
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		25-Apr-12		116		6		4		0		0		10

		26-Apr-12		117		6		5		1		0		12

		27-Apr-12		118		5		3		1		2		11

		28-Apr-12		119		6		4		0		0		10

		29-Apr-12		120		5		3		0		0		8

		30-Apr-12		121		5		2		0		0		7

		1-May-12		122		4		5		1		0		10

		Weekly Totals				37		26		3		2		68
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