

EO-1 Weekly Report


	Earth Observing – 1

	March 21, 2012 – March 27, 2012

	DOY
	081
	–
	087

	Mission Day
	4199
	–
	4205


EO-1 SPACECRAFT

Instruments

· Scheduled 82 science Data Collection Events (DCEs) this week 

· Lost 2 scenes at PF1 on DOY 85, refer the operational discrepancies section below for more details
· Lost 4 scenes at WGS on DOY 88, refer to the operational discrepancies section below for more details

· Performed instrument decontamination cycles

· Conducted HSI deicing from 086/00:25z to 086/15:15z

· Conducted ALI outgassing from 086/00:35z to 086/15:25z
· Performed Instrument calibration

· Solar Array Characterization at 086/10:32z

· HSI solar calibration 086/22:03z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintained nominal spacecraft state of health
· MGS was changed to MG1 on the FEDS machines, and in the aos proc on the ASIST machines. This change as necessary to correspond with the white sands scheduling file. 

· Redesign of Lunar Calibration

· The redesigned Lunar Calibration will have the following profile

· Set VT level to 4.5

· Time to be determined after the day 068 Lunar calibration

· Preliminary looks show that 2-3 day cycles before the Lunar Calibration will be sufficient

· 3 scan phase 1 of lunar calibration 

· ALI 1, ALI 2, Hyperion

· Using the modified lunar calibration profile for critical slew time/angle

· Starting the scans ~ 8 minutes into umbra to gain more time with solar panels tracking pre scans

· One/Two S/C Day cycle(s)

· 3 scan phase 2 of lunar calibration

· ALI 1, ALI 3, ALI 4

· Using the modified lunar calibration profile for critical slew time/angle

· Starting the scans ~ 8 minutes into umbra to gain more time with solar panels tracking pre scans

· Two S/C Day cycles for power return to 99.5% or more end of day state of charge

· Set VT level to 4.0

· It appears that there is enough File ID’s and space on the WARP to perform the lunar calibration this way
· Working with JPL technician to make adjustments to the ASPEN Lunar Calibration sequence

· Monitoring the battery differential voltage, temperature, current, voltage and state of charge

· During the week of VT 4.5 surrounding the Lunar Calibration we saw a minimum differential voltage of -105mV, still well below the -160mV mark of the TSM
· Planning on keeping the VT Level at 4.0 when not performing a lunar calibration

· Working with Flight Software people for EO-1 to modify the TSM limits

· Since the differential voltage has not been getting as low as it had previously we may keep the differential voltage TSM where it is but get a load ready to be able to change the TSM if it is later determined that we need to
· The TRMM spacecraft has the same type of battery, 50 AH Super NiCad, and routinely sees differential voltages of +/-500mV

· TrollSat (TR2) is certified for S-Band passes and will be putting 2-3 per week in the schedule
· In the coming weeks we will be setting up X-band tests with TR2

· Preparing the X-Band location onboard EO-1

· Determining which unused station to remove from the current table

· Continuing to monitor SGS passes to ensure they remain stable
· SGS has an equipment problem and will be down until approximately August 2012
· SGS passes being taken on the SG-1/SG-22 hybrid antenna that was used during last equipment malfunction

Mission Planning
· JPLs ASPEN software was modified to read MGS as MG1 to correspond with the white sands scheduling file

· Redesigning the Lunar Calibration to be two separate 3-scan phases
· Looking at changes that need to occur to mission planning scripts in order to accommodate the dual 3-scan lunar calibration

· Preparing adjustments to the MP scripts to accommodate Lunar Calibration changes

· Remaking the SOP for mission planning activities for ASPEN and ASIST SCP
Flight Dynamics
· Changed the MGS designation to MG1 on all FD machines 

· Changed the PSAT file designations for MCM, PF1, and PF2 to MG1/00, GNP/F1, and GNP/F2. These changes were requested by white sands for scheduling purposes.

· Running flight dynamics in parallel on Sataler2 and Waldorf2 to check for discrepancies 

· Finished making Waldorf2 a backup for Statler2

· All scripts for retrieving, creating and delivering products work correctly

· Running the Flight Dynamics in conjunction with Statler2 to verify

· Runs the past week showed close to exactly the same results as Statler2

· Testing the dual 3-scan lunar calibration

· Testing TrollSat tracking data files to see if they can be used for EO-1s orbit determination

· Worked with FDF for getting products from their new Product Servers

· Finalizing certificate based SFTP with new product server

· The current version that FDF is using has a bug with certificate based SFTP, everything is ready for their eventual switch to a newer version
System Administration
· Updated DNS settings on 12 operational computers. Any references to CNE DNS servers and search paths were removed.

· Began work on the creation of an EO-1 central file server. 

· Chose two computers with the same make/model and configured them with the same size hard drives and amount of memory.

· Wiped the hard drives from both computers to remove any old data. 

· Completed installation of RedHat 5 on the first system and begain its initial configuration process.

· Completed initial configuration necessary for rsync between the prime and backup FEDS computers. Created certificate based ssh access between the two systems and created a user_tmp directory for log files to be stored.

· Updated /etc/hosts file on the prime and backup FEDS computers. All MGS entries were changed to MG1 as requested by Scheduling personnel.

· Corrected owner and group permissions for the database files on the backup FEDS computer.

· Completed applying the Firefox 11 update to the 6 CNE computers.

· Completed required “Security In A Linux Environment” course in SATERN.

· Responded to IT Security personnel regarding the critical MS12-020 patches that have already been applied.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· SGS has had an equipment malfunction and latest indication is that it will be back up next August
· SG1/22 has a communication line problem, workaround is in place, fix timing unknown
· HGS is down, unknown time to be back up

Operational Discrepancies

· PF1 pass failed due to the controller failed to verify the GSC was scheduled for the pass. Verified on General Pass Status that the pass was setup but the GSC internal clock was 1 hour ahead. Controller tried to schedule the antenna by tracking on ephemeris with no luck. On Call was notified and internal clock was fixed on GSC.
· Pass on 085/04:49z lost 2 images. CDS ID#260857
· WGS X-Band passes have failed due to an equipment upgrade/configuration change on station. The problem has been fixed at WGS for future EO-1 passes.
· Pass on 088/01:38z lost 2 images. CDS ID#260592
· Pass on 088/03:16z lost 2 images. CDS ID#260592
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

21-Mar-12 81 5 4 1 0 10

22-Mar-12 82 5 3 0 0 8

23-Mar-12 83 5 6 1 0 12

24-Mar-12 84 4 4 1 0 9

25-Mar-12 85 6 3 0 0 9

26-Mar-12 86 1 8 0 0 9

27-Mar-12 87 5 7 1 0 13

31 35 4 0 70 Weekly Totals


UPCOMING EVENTS

· Next Lunar Calibration will be on April 7th 2012

· Redesign of Lunar Calibration
· TSM update onboard spacecraft
· TR2 X-Band pass testing
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		21-Mar-12		81		5		4		1		0		10

		22-Mar-12		82		5		3		0		0		8

		23-Mar-12		83		5		6		1		0		12

		24-Mar-12		84		4		4		1		0		9

		25-Mar-12		85		6		3		0		0		9

		26-Mar-12		86		1		8		0		0		9

		27-Mar-12		87		5		7		1		0		13

		Weekly Totals				31		35		4		0		70
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