

EO-1 Weekly Report


	Earth Observing – 1

	January 11, 2011 – January 17, 2012

	DOY
	011
	–
	017

	Mission Day
	4129
	–
	4135


EO-1 SPACECRAFT

Instruments

· Scheduled 134 science Data Collection Events (DCEs) this week 

· Received all images
· Performed instrument decontamination cycles

· Conducted HSI deicing from 016/00:25z to 016/15:15z

· Conducted ALI outgassing from 016/00:35z to 016/15:25z
· Performed Instrument calibration

· Solar Array Characterization at 016/10:55z

· HSI solar calibration 016/22:25z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintained nominal spacecraft state of health
· Monitoring the battery differential voltage, temperature, current, voltage and state of charge

· Jan 12 (day 012) we conducted a VT level change to go from VT 4.5 to VT 4.0

· The VT level change went according to plan

· The end of day state of charge remains where it was pre-VT level change

· The battery differential voltage moved up from -207mV to -155mV

· The battery Differential Voltage has continued to decrease and is now back to -210mV
· The battery differential voltage appears to be lower on days that the end of night state of charge is lower

· Monitoring the differential voltage to see if it will plateau at a certain value

· Every 2-3 days we will be creating a TDRS pass to get data for a S/C day charge cycle to monitor the battery

· Creating graphs using the available data to see any trends with the differential voltage

· The TRMM spacecraft has the same type of battery, 50 AH Super NiCad, and routinely sees differential voltages of +/-500mV
· Working with Flight Software people for EO-1 to modify the TSM limits

· Expect to have a TSM change early next week

· The total voltage, current, temperature and end of day/night are all reading normal which suggests that either a cell on the bottom half is charging fast or one on the upper half is charging slow with no way of determining which it is
· Monitored a close approach with COSMOS 2251 debris (object 34410) that had a probability of conjunction of 0.03%

· New tracking data for the object moved it out of the watch zone

· Estimated over 10km of separation at time of close approach

· TrollSat (TR2) is now certified for S-Band passes and will be putting 2-3 per week in the schedule
· In the coming weeks we will be setting up X-band tests with TR2

· Continuing to monitor SGS passes to ensure they remain stable
· SGS has an equipment problem and will be down until approximately August 2012
· SGS passes being taken on the SG-1/SG-22 hybrid antenna that was used during last equipment malfunction

Mission Planning
· Performed necessary changes to make TR2 passes part of normal automation

· Looking at the steps required in creating a South Pole image
· Remaking the SOP for mission planning activities for ASPEN and ASIST SCP
Flight Dynamics
· Looking at the steps required to take a South Pole image

· Working on changes that need to be made with a leap second addition

· Corrected the problems encountered with year rollover into a leap year
· Worked with FDF for getting products from their new Product Servers

· Products needed for operations are on the new server and can be retrieved

· They are still setting up their deliveries to the locations, but once they are established we will be able to move automation to the new product server

· Scripts have been modified and will work once a setting is changed on the FDF side

· Making Waldorf2 an active backup of Statler2
System Administration
· Completed updating ClamAV antivirus program to the latest release on the operational Linux systems (12 additional systems updated).

· Removed firewall access to/from a recently retired EO-1 scientist computer. Two Open IONet (OGRS) firewall rule sets and the EO-1 mission firewall rules were updated.

· Completed applying the Nov and Dec 2011 updates/patches on the IONet Windows computers. The patches included Adobe Reader, Firefox, Java, and Microsoft products.

· Began the periodic reboot of the primary string of operational computers. A chkdsk/fsck is performed on each system during this routine maintenance (6 systems complete so far).

· Completed routine admin/root password change process on all IONet, FSW Lab, and CNE computers.

· Created a system image of one of the ASPEN mission planning computers. This image will be used, in addition to the normal weekly backups, in case of a system recovery.

GROUND AND SPACE NETWORK

Station Downtimes 

· SGS has had an equipment malfunction and latest indication is that it will be back up next August
· SG1/22 has a communication line problem, workaround is in place, fix timing unknown
· HGS is down, unknown time to be back up

Operational Discrepancies

· None
Number of Real-Time Supports
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37 24 1 6 68 Weekly Totals


UPCOMING EVENTS

· Next lunar calibration in beginning of February, if battery differential voltage has stabilized at a reasonable level

· TSM update onboard spacecraft
· TR2 X-Band pass testing







EO-1 Weekly 2010_252_146.doc
Page 2 of 3


_1388385083.xls
Sheet1

		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		11-Jan-12		11		6		4		0		1		11

		12-Jan-12		12		7		3		0		3		13

		13-Jan-12		13		6		1		0		1		8

		14-Jan-12		14		7		3		0		0		10

		15-Jan-12		15		5		2		1		0		8

		16-Jan-12		16		1		7		0		0		8

		17-Jan-12		17		5		4		0		1		10

		Weekly Totals				37		24		1		6		68





Sheet2

		





Sheet3

		






