EO-1 Weekly Status Week of May 5–May 11, 2011
Day of Year 125 - 131
Mission Day 3828 – 3834
Earth Observing One (EO-1) - General
Scheduled 163 science Data Collection Events (DCEs) this week.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument decontamination cycles

· Conducted Hyperion deicing on May 9 from 00:25z to 15:15z

· Conducted ALI outgassing on May 9 from 00:35z to 15:25z

· Performed Instrument calibration

· Conducted Solar Array Characterization on May 9 at 10:34z

· Conducted Hyperion Solar Calibration on May 10 at 19:25z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
On Thursday, May 5, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Pat Cappelaere, Matt Handy, Rob Sohlberg, Justin Rice, and Joe Young.

Notes from this teleconference are as follows:

1. Rob Sohlberg’s water classifier results for Namibia were received by Pat Cappelaere and integrated into the WCPS.
2. Resulting EO-1 flood classified image was sent to Matt Handy to put on flood Dashboard. 
3. Tilera flight processor will be used to run on-board WCPS.

4. Justin Rice is using HAProxy to build an interface which allows users to pick one of features on the cloud system via a menu and through the same port. 
5. Rob Sohlberg is preparing a presentation for the HyspIRI Science Workshop on the WCPS.
6. Shiraz Bhalwani is performing work to integrate the WCPS on the Tilera flight testbed.  

7. Dan Mandl stated that a significant issue to be solved is how to manage multiple users on the cloud using the same application.
8. Goal by mid-May is to put the water classifier EO-1 ALI image on the flood Dashboard in time for the HyspIRI Science Symposium.
9. We can do multiple revisions of flood extent images and then we can create a flood differential map which shows progression of flood over time.
10. Pat Cappelaere submitted an OGC AIP-4 proposal for our team to supply EO-1 data via the Campaign Manager as our contribution.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Modifying emails sent from operational systems to go through the IONet mail server

· All emails except for the normal post pass paging system have been updated

· Post pass paging has a format that will not be fed into the new email system

· Looking at ways to either change the format or change the call for the email

· Setting up engineering passes with MGS and SG-1 to test ground stations after maintenance

· MGS passes are continuing nominally

· Most SGS passes went nominally

· One pass at SGS on May 8 kept switching channels causing loss of 4 scenes detailed below

· Seems to be a low elevation issue.  Currently building constraints that would prevent this from occurring
Mission Planning

· Modifying emails sent from MP computers to go through the IONet mail server

· Confirming that all emails are being routed through the IONet mail server

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· Running ASPEN in conjunction with some normal daily backups from MOPSS

· Running the backup UDAPs through SCP and CMS

· Working with JPL on Lunar calibrations changes that need to occur in ASPEN

· Gave the time shifts needed to adjust JPL lunar calibration model to JPL

Flight Dynamics
· A problem occurred with orbit determination in STK on May 9
· Problem occurred with the input files downloaded daily from STK server

· Rolling back to the previous input file did not fix the problem

· Worked with STK personnel and discovered that the files had been corrupted since May 7
· Built orbit determination based on May 6 products until STK fixed the problem

· Problem was fixed on May 10 and May 9 products were re-run

· Modifying emails sent from FD computer to go through the IONet mail server

· Confirming that all emails are being routed through the IONet mail server

MOC Move

· Using metrics to create a pre-move baseline for normal operations

· Finishing recording pre-move metrics

· ASPEN and ASIST SCP testing is continuing

· Some network / power has been run to the new location

System Administration
· Resolved memory issue on the new FEDS computer. Replacement RAM was received and installed. The system now boots and operates normally.

· Continued preparations for the IONet’s outbound port 25 firewall change.

· Continued working with FOT to update the scripts/procs on the T&C systems to use SMTP through the IONet mail server. Only one script remains.

· Continued configuring the sendmail configuration file to use the IONet mail server as a SMTP relay to ensure any system generated messages will still be delivered.

· Assisted FOT in troubleshooting an STK issue on the primary Flight Dynamics computer. This issue was caused by corrupted PODS input files on the STK server. Once the corrected input files were available the system functionality returned to normal.

· Troubleshot a problem with the recently transferred STK license for the backup Flight Dynamics computer. It was determined that the license file was for the wrong version. STK personnel have been contacted and a corrected license file will be sent shortly.

· Verified connectivity between the legacy Data Processing system and the CSAFS. Contacted the Sys Admin for the CSAFS to ensure that the new Data Processing computers will also have connectivity when they are promoted.

· Completed the periodic reboot of the primary string of operational computers. A chkdsk/fsck is performed on each system during this routine maintenance.

· Observed and noted the boot time for each system during the reboot process. This information will be used as a metric for the verification of the MOC move.

· Completed applying updates/patches for Java and Firefox on the 5 EO-1 CNE computers.

· Provided the security team with information regarding the upcoming IONet variance renewal request.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 is returning to normal operations

· HGS is back online as of May 9

Operational Discrepancies
· SGS pass on May 8 at 00:02z missed 4 scenes due to the data switching channels

· Probable cause is a low maximum elevation for the pass, similar to May 3 losses

UPCOMING EVENTS

· Next lunar calibration to be mid-May
Imagery Status

Scenes and Engineering Cals planned for week of May 5, 2011-May 11, 2011      163 
Total scenes and engineering calibrations planned for entire mission – approximately 60,083
Total Scenes:  ALI scenes in the Level 0 archive              55,380                (as of May 11, 2011)

                         Hyperion scenes in the Level 0 archive    55,123               
PUBLICATIONS AND PRESENTATIONS STATUS 
430 publications 

295 presentations

53 articles and press releases[image: image1.png]
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