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EO-1 Weekly Status Week of May 19–May 25, 2011
Day of Year 139 - 145
Mission Day 3842 – 3848
Earth Observing One (EO-1) - General
Scheduled 150 science Data Collection Events (DCEs) this week.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument decontamination cycles

· Conducted Hyperion deicing on May 23 from 00:25z to 15:15z

· Conducted ALI outgassing on May 23 from 00:35z to 15:25z

· Performed Instrument calibration

· Conducted Solar Array Characterization on May 23 at 09:34z

· Conducted HSI Solar Calibration on May 25 at 09:13z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
On Thursday, May 19, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Pat Cappelaere, Steve Chien, Matt Handy, Justin Rice, and Joe Young.

Notes from this teleconference are as follows:

1. Chris Flatley is due to arrive on June 1 for 10 weeks as a summer intern.
2. Justin Rice is working on HAProxy for load balancing on cloud computing.
3. Matt Handy is adding a world map showing all the SensorWeb images taken to date to the Flood Dashboard
4. Matt is conducting work for automatic triggering of GeoBPMS when a flood signal occurs. 
5. Matt is working on a way to automatically test the Flood Dashboard via use of an agile testing methodology.  
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Setting up engineering passes with MGS and SG-1 to test ground stations after maintenance

· MGS passes are continuing nominally

· Most SGS passes continuing nominally

· One pass at SGS on May 19 kept switching channels causing loss of 4 scenes detailed below

· Built constraints that should prevent this from occurring

· Testing network connectivity for TrollSat station

· Test on May 25 showed successful connectivity between the EO-1 FEDS and the TrollSat station

· Next step of testing is data flow test from TrollSat station to the EO-1 MOC

· After that is scheduling an S-band pass with TrollSat station
Mission Planning

· Continued functional testing of ASIST SCP to replace legacy CMS mission planning software

· Beginning the Command Database testing of SCP

· Command Database testing is showing some differences

· Talking with experts on the desired course to take with the differences

· Continued looking at changes that need to be made to accommodate testing of new stations
· TrollSat station ID needs to be placed into FEDS configuration. 

· TrollSat station is in FEDS

Flight Dynamics
· No change from last week.
MOC Move

· Worked with facilities people on placing consoles and rack locations

· ASPEN and ASIST SCP testing is continuing

· Some network / power has been run to the new location

System Administration
· Completed repairing the software raid on one of the new Data Processing computers. The raid was in a degraded state and needed to be synced.

· Completed correcting issues with the logrotate routine on multiple systems.

· Corrected a typo for one of the command line options in a configuration file. This was corrected on four systems.

·  Removed custom code in a logrotate configuration file on one computer. This code was attempting to communicate with a system that is no longer used operationally.

· Supported connectivity tests between the Trollsat ground station and EO-1. After the initial communication issues at Trollsat were resolved the station was able to connect to the EO-1 FEDS successfully.

· Informed IONet security that EO-1 has completed preparations for the Open IONet firewall rule change (block outbound SMTP traffic by default). Monitored mission firewall logs for one week after the final configuration change to ensure all SMTP traffic is being relayed through the Open IONet mail server.

· Completed changing root/admin passwords on all EO-1 Open IONet computers.

· Cleaned up mail messages in root’s inbox on operational systems.

· Provided IT Security group with updated system information and IPAMs template.

· Attended monthly MOMS IT Security meeting.

· Created full TAR backups of the two legacy mission planning computers.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 is returning to normal operations

Operational Discrepancies
· Lost 4 scenes at SGS on pass on May 19 at 00:27z because the data kept switching physical channels during the pass resulting in loss of data on each switch

· This is believed to be due to a maximum elevation of 11 degrees or less causing some signal scattering

· Have put in a constraint where each pass must reach 15 degrees, which we believe will solve this issue

· Lost 1 scene at WPS on pass on May 20 at 02:30z because in the middle of the pass the station lost sync with EO-1 causing the file id’s for that image to be split across the two channels

UPCOMING EVENTS

· Next lunar calibration to be mid-June
Imagery Status

Scenes and Engineering Cals planned for week of May 19, 2011-May 25, 2011      150 
Total scenes and engineering calibrations planned for entire mission – approximately 60,393
Total Scenes:  ALI scenes in the Level 0 archive              55,710                (as of May 25, 2011)

                         Hyperion scenes in the Level 0 archive    55,454               
PUBLICATIONS AND PRESENTATIONS STATUS 
430 publications 

295 presentations

53 articles and press releases[image: image1.png]
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