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EO-1 Weekly Status Week of May 12–May 18, 2011
Day of Year 132 - 138
Mission Day 3835 – 3841
Earth Observing One (EO-1) - General
Scheduled 160 science Data Collection Events (DCEs) this week.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed Instrument calibration

· Conducted ALI Internal Calibration Type 2 on May 16 at 02:15z
Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
At the 2011 HyspIRI Science Symposium held on May 17-18 at the GSFC Visitor Center, team members gave the following presentations:

· Dan Mandl – “Status of the Prototyping Efforts for the IPM & Low Latency Products”

· Pat Cappelaere – “Data Processing Tools”

· Rob Sohlberg – “Use of HyspIRI Data with the Web Coverage Process Service (WCPS) for Environmental Monitoring – Pre-Launch Demonstrations Using SensorWeb Hyperion Data”
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Conducted a Lunar Calibration on May 18 at 00:39z

Mission Planning

· Created a UDAP file for the Lunar Calibration on May 18 at 00:49z 

· Continued functional testing of ASIST SCP to replace legacy CMS mission planning software

· Beginning the Command Database testing of SCP

· Command Database testing is showing no differences

· An Issue with an UDAP file form MOPSS not compiling has been resolved. A UDAP file was changed on a Windows machine. This change caused the SCP program, to not compile the UDAP file correctly. The issue was fixed by running the dos2unix command. 

· Continued looking at changes that need to be made to accommodate testing of new stations

· Antarctica ground station (TrollSat)

· Network rules being put into place for testing

· MGS eminent change to MG1 and in addition of MG2

· Currently have the station ID for TrollSat. 

· TrollSat station ID needs to be placed into FEDS configuration. 

Flight Dynamics
· The IIRV file for May 16 failed to deliver

· This file delivered successfully on May 17
· Generated a Lunar Slew file for the Lunar Calibration on May 18 at 00:49z 

MOC Move

· Using metrics to create a pre-move baseline for normal operations

· Finishing recording pre-move metrics

· ASPEN and ASIST SCP testing is continuing

· Some network / power has been run to the new location

System Administration
· Resolved hard drive issue on legacy mission planning computer. Received a warning stating that a drive failure was predicted and it should be replaced as soon as possible.

· Performed a full backup of the system. Worked with DBA to create a cold backup of the database.

· Replaced and formatted the drive, recreated file systems and directories, and restored files from backup.

· Restored and verified the database with DBA assistance.

· Completed preparations for the IONet’s outbound port 25 firewall change. All systems that send mail messages have either had their scripts and/or sendmail configuration files updated to use the Open IONet mail server as an SMTP relay. Will continue to monitor Port 25 traffic in the mission firewall logs to verify these changes.

· Completed network changes in preparation for Trollsat station testing. Added firewall rules to allow their computer to connect to the FEDS on the proper channels. The host tables on the FEDS were also updated to allow communication.

· Met with Hardware Engineers regarding power requirements for the new MOC location. The latest MOC layout was provided to the hardware personnel and the locations of the power drops were determined.

· Completed updating backup scripts on the new Data Processing and FEDS systems to make the backup more comprehensive.

· Completed applying the May 2011 updates/patches on the 3 EO-1 IONet Windows computers. The patches included Adobe Flash, Java, Firefox and Microsoft products.

· Completed applying the May 2011 updates/patches on the 5 EO-1 CNE computers. The patches included Adobe Flash and Microsoft products. Firefox and Java were updated previously.

· Completed update of KACE (patching/reporting tool) to version 5.2.42826 on the 5 EO-1 CNE computers.

· Creating a list of spare parts to be ordered. This order will restock spares that have been used and allow for additional spares to be present during the MOC relocation.

· Assisted FOT in preparation for the Goddard Day presentations.

· Created backups for the primary ASIST computers, new flight dynamics computers, ASPEN computers, countdown clock, and new data processing computers.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 is returning to normal operations

· As of May 17 at 20:15z PF1 is having intermittent errors on the EO1 X-Band. The current status of the antenna is Yellow. 

· Currently in the process of retrieving the Lunar Calibration Data. 

Operational Discrepancies
· Lost 4 scenes at SGS on May 12 pass at 17:20z because there was no S-Band or X-Band data received 

· Lost 3 scenes at SGS on May 12 pass at 20:36z because there was only S-Band data received. X-Band only received one physical channel.

· Lost 3 scenes at PF1 on May 15 pass at 01:15z because of intermittent lock on the 52.5M data during the X-Band dump.

· Lost 2 scenes at PF1 on May 15 pass at 04:26z because of intermittent lock on the 52.5M data during the X-Band dump.

· PF1 May 16 pass at 23:16z missed 4 scenes due to a 0KB IIRV file

· Probable cause is an issue with the delivery of the IIRV file. The IIRV file received by PF1 was a 0KB file. This could have been caused by a temporary network glitch.

· The same file was sent again successfully. No changes were made to the file before it was sent.  

UPCOMING EVENTS

· Next lunar calibration to be mid-June
Imagery Status

Scenes and Engineering Cals planned for week of May 12, 2011-May 18, 2011      160 
Total scenes and engineering calibrations planned for entire mission – approximately 60,243
Total Scenes:  ALI scenes in the Level 0 archive              55,503                (as of May 18, 2011)

                         Hyperion scenes in the Level 0 archive    55,245               
PUBLICATIONS AND PRESENTATIONS STATUS 
430 publications 

295 presentations

53 articles and press releases[image: image1.png]
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