DRAFT_2
EO-1 Weekly Status Week of March 17–March 23, 2011
Day of Year 076 - 082
Mission Day 3779 - 3785
Earth Observing One (EO-1) - General
Scheduled 123 science Data Collection Events (DCEs) this week.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed Instrument calibration

· Conducted ALI Internal Calibration Type II on March 21 at 00:00z

· Performed Lunar Calibration

· Performed the Nominal Lunar Calibration at on March 20 at 02:54z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
On Thursday, March 17, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Don Sullivan, Vuong Ly, Justin Rice, Matt Handy, and Joe Young.

Notes from this teleconference are as follows:

1. Matt Handy stated that he needs to speed up flood data Dash Board that was recently ported to the University of Illinois cloud computing platform. 
2. The team continued to coordinate with Jeff Myers, from Ames, about the possibility of flying the HyspIRI IPM as part of the EMASS hyperspectral instrument package on an ER-2 flight in mid-2012.
3. For ER-2 aircraft flight, the team needs to work with John Fisher/Brandywine Optics to ensure that the IPM integration with the EMASS instrument payload does not place interface requirements on ER-2 other than those already needed for EMASS.

4. Pat Cappelaere stated that the Pan-band needs to be included in the FLAASH atmospheric correction output file for ALI 
5. There are a number of ROSES calls that need to be considered for possible responses including the next ESTO/AIST, Disasters, Decisions, Feasibilities, and SERVIR.
6. Matt Handy stated the need to generate flood hydrograph data on a daily basis using river gauge data supplied by Guido von Langenhove, a hydrologist in Namibia.
There was a special MSO meeting on March 22.  The primary discussion was about atmospheric correction and how to structure directory paths for individual scientists on-demand runs.  It is a major drawback to have only one year of EO-1 data on the cloud.  Most scientists will want the full 10 year data set for a particular site in their atmospheric corrections runs.  Therefore, a way to assist scientists to download selected sites from the USGS archive to the cloud needs to be developed. 
There was a HyspIRI related telecon on March 23 with Dan Mandl, Jerry Hengemihle, Pat Cappelaere, and Vuong Ly participating.  The telecon was an in-depth discussion on how to best expend available resources on on-board parallel processing, the WCPS, HyspIRI mission concept, and possible airborne prototyping on the ER-2.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Setting up engineering passes with MGS and SG-1 to test ground stations after maintenance

· Connections were established and a test command was issued through MGS

· Once tests are complete then MGS will be reinserted in our normal schedule
· Testing additional Norway ground systems to replace SG-1 until it is green

· Testing of SG1 planned for the week of April 4

Mission Planning

· Performed mission planning activities for the Lunar calibration

· Also checking this lunar calibration with the JPL deliveries of ASPEN’s lunar calibration

· An issue occurred where our automated pass schedule check is not showing all of the ground stations maximum elevations for a given pass

· Manual checking is occurring until the problem is diagnosed and fixed

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· Running ASPEN in conjunction with some normal daily backups from MOPSS

· Created new scripts that will parse the weekly seo into more useful subsets for daily loads

· Running the backup UDAPs through SCP as well

· On hold until SCP display problem is fixed

· Working with JPL on Lunar calibrations changes that need to occur in ASPEN

· TDRS update made by JPL is being certified

· Initial TDRS release had an issue where it would not display some of the commands

· JPL fixed this issue and the new release is matching exactly with MOPSS

· Updates to precision and base file id made by JPL are being checked

· Preliminary tests show these changes had corrected most differences with MOPSS

· The other changes will take some editing of the JPL model for Lunar Calibrations and will be modified shortly where necessary

· Continued functional testing of ASIST SCP to replace legacy CMS mission planning software

· Developer came in and made a change to SCP

· Running tests to see if this change corrected the bit flipping that was occurring in the xml files

· Comparing Hobart ftf files created on SCP with Hobart ftf files created on CMS

· Comparing TDRS ftf files created on SCP with TDRS ftf files created on CMS

· Compared the ftf files from SCP to the ftf files from CMS, both matched

Trending
No change from previous week.
Flight Dynamics
· Performed flight dynamics activities for the lunar calibration

· Looking into the WGS pass on March 22 at 01:14z to determine if elevation was the cause of the signal scattering that resulted in 4 lost images

· Created timeline for the next 2000 days to determine times that MLT precesses down to 8:00 AM

· Verifying the new update to SNAS to make sure no changes to automation are needed
MOC Move

· Had meetings to finalize presentation for the MOC move plan

· Adding cost/labor estimates

· Had meetings to determine risks and mitigations on the MOC move

· Gained access to the new MOC location in Bldg 14and checked measurements for slight adjustments to original plan

· Had meetings to determine the timeline / order for moving machines to the new location

· Determining the metrics used to verify functionality after the move

System Administration
· Continued effort to maintain EO-1 Data Processing during absence of Tech Engineer.

· Performed multiple tape creations

· Created 4 vdump level 0 tapes for local storage and backup of data.

· Created 3 DLT tapes formatted for the science community.

· Completed re-processing the scenes/images that JPL reported as being not available for days of March 1-4.
· Recreating the contacts directories for the missing scenes/passes

· Populating these directories with the necessary files.

· Manually running the scripts to process these images and send the raw data to EDC facility for archival.

· Working with EO-1 Tech Engineer to correct errors on level 0 processing as they occur.

· Corrected and reprocessed 6 contacts this week. These contacts contained scenes/images from days of March 16, 18, 20, 21, and 22. 

· Archiving the dps user’s mail as a log of the at/cron jobs related to processing of scenes.

· EO-1 MOC Move continued

· Met with hardware engineer to discuss the power requirements for the new MOC.

· Sent hardware personnel the latest draft of the new MOC layout.

· Discussed the probable locations of the auto-switching PDUs.

· Attended weekly move meeting with the FOT, hardware personnel, and management.

· Determined a list of baselines to test the systems against after they have been moved to the new location.

· Provided a list of file transfers and connections for the MOC as one of the baselines.

· Discussed risks and assumptions for the move.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· MGS red for planned maintenance (test passes being conducted).
Operational Discrepancies
· The WGS pass on March 22 at 01:14z lost 4 images due to signal scattering.  The X-band data was scattered through the 2 channels into too many pieces to be able to be put back together.

UPCOMING EVENTS

· Inclination maneuvers on hold until further notice

· Next lunar calibration to be in mid-April
Imagery Status

Scenes and Engineering Cals planned for week of March 17, 2011-March 23, 2011      123 
Total scenes and engineering calibrations planned for entire mission – approximately 59,166
Total Scenes:  ALI scenes in the Level 0 archive              54,487                (as of March 23, 2011)

                         Hyperion scenes in the Level 0 archive    54,233               
PUBLICATIONS AND PRESENTATIONS STATUS 
430 publications 

295 presentations

53 articles and press releases[image: image1.png]
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