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EO-1 Weekly Status Week of January 6–January 12, 2011
Day of Year 006 - 012
Mission Day 3709 - 3715
Earth Observing One (EO-1) - General
Scheduled 135 science Data Collection Events (DCEs) this week.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI Type I internal calibration on January 10 at 01:49z
Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
On Thursday, January 6, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, Pat Cappelaere, Vuong Ly, Justin Rice, and Joe Young.

Notes from this teleconference are as follows:

1. By 3rd week in February, Vuong Ly is to cleanup FLAASH atmospheric corrector (AC) on the Bldg 23 Level 1 processor server.
2. All new Hyperion data is being AC with ATREM, and in addition, the ability to run ATREM and FLAASH on demand has been implemented under eo1.geobliki.com. 
3. Next step is to determine if ALI data can be atmospheric corrected with FLAASH.
4. Near nadir AC look-up table for both ALI and Hyperion has been developed so AC tools can execute flight processors such as SpaceCube and MAESTRO.

5. Petya Campbell has been asked to work with Bo-Cai Gao to develop a custom implementation of ATREM for use in scenes containing shallow water.
6. Vuong Ly is to put all ALI and Hyperion Level 1R and Level 1G data on the University of Illinois at Chicago cloud computer facility.
7. Matt Handy is to determine how to access flood data on a more persistent basis as part of developing a flood dashboard for the Namibia pilot.

8. Vuong is to work with West Virginia High Tech Foundation to implement SWAMO interface to WCPS on the University of Illinois cloud computing facility.  Vuong is to demonstrate the function performed by SWAMO in two steps.  Step 1 is to implement WCPS on the cloud and Step2 is to implement SWAMO interface.
9. Justin Rice is to generate code for the WEKA/WCPS translator.
10. Rob Sohlberg is to send Justin specification information to assist him in developing the translator.

11. Don Sullivan is to be contacted to discuss his UAS contribution to the February ESTO Annual Review #2.  To be resolved are the issues of installing WCPS on the UAS flight testbed and whether SWAMO is needed for the UAS.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Preparing for Delay Tolerant Networking (DTN) experiment test #2

· Test will be performed the week of January 24

· Test will include DTN Test #1 as well as uploading a schedule for automated DTN contacts

· Test will also include connection from the MOC DTN node to a node in building 25

Mission Planning

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· The script that ingests the SEO file that contains the S- and X-band confirmed contacts, creates backup S-band only passes, create nominal S- and X-band passes, and create the daily file needed in X-band data processing is tested and works with both ASPEN, CMS, and the data processing

· Created a day that contained both S-band only and S- and X-band passes for PF1, PF2, WGS, SGS, and an S-band only for MGS

· Test comparison finds only the expected 30 second differences

· Planning to run the UDAPs (both MOPSS and ASPEN) through SCP

· Running ASPEN in conjunction with some normal daily backups from MOPSS

· Found only the expected differences

· Running the backup UDAPs through SCP as well

· Planning to run ASPEN on the Lunar calibration for day January 20

· Planning on running the UDAP through SCP and CMS

· Continued functional testing of ASIST SCP to replace legacy CMS mission planning software

· Now running both ASPEN and MOPSS UDAPS through SCP to verify future and present functionality

Flight Dynamics 

· Problem with PF1 tracking data discovered

· The problem is that the files sent by PF1 contains the wrong DOY, and the sent files are 0KB

· Continued to monitor tracking data files and found no errors
Trending
No change from previous week.
System Administration
· Continued testing of the ClamAV Anti-Virus software that is to be installed on all EO-1 Linux computers.

· Tested running the scanning tool via the crontab for automated scanning.

· Rebuilt the spare test computer using CentOS 5 to simulate our Red Hat 5 computers.

· Installed ClamAV on the system.

· Tested the software by running a scan.

· Will continue testing on the new OS before implementing on any of the operational computers.

· DTN developers reported that the connectivity test between the building 25 development computer and the DTN node in the EO-1 MOC was unsuccessful.

· Examined the EO-1 mission firewall logs and found no traffic from the building 25 computer.

· After talking with the developers it was determined that the hostname that they provided was incorrect and therefore their attempts to connect were being blocked by the Open IONet firewall.

· Confirmed the IP address of the corrected hostname.

· Updated the EO-1 mission firewall with the corrected information.

· Submitted a request for the Open IONet firewall rule to be updates as well.

· This request has been approved but has yet to be implemented.

· Firewall rules for the three additional scientist computers continued:

· Received notice that the Open IONet firewall rules were implemented.

· Added rules to the EO-1 mission firewall.

· Received word from the scientist that he was able to connect successfully.

· Troubleshooting issues with Knoppix on our ITPS trending system.

· Received errors during boot (related to the Knoppix GUI and extra utilities).

· Typed “Knoppix 3” at the boot prompt to force the program into text only mode and was able to continue with imaging the system.

· Addressed the CNE blocklist items by updating Quicktime to version 7.6.9 on all CNE computers.

· Sent updated monthly POAM spreadsheet to the security team.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· MGS red for planned maintenance.
Operational Discrepancies
· For PF2 pass on January 9 at 23:07z, two images were lost due to a scheduling conflict with AURA

UPCOMING EVENTS

· Next Lunar calibration to be on January 20 and will be a nominal only calibration

· DTN testing will resume sometime the last week in January

· Next inclination maneuvers to be in mid February and will be approximately 600 sec in duration
Imagery Status

Scenes and Engineering Cals planned for week of January 6, 2011-January 12, 2011     135
Total scenes and engineering calibrations planned for entire mission – approximately 58,026
Total Scenes:  ALI scenes in the Level 0 archive              53,340                (as of January 12, 2011)

                         Hyperion scenes in the Level 0 archive    53,088               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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