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EO-1 Weekly Status Week of January 27–February 2, 2011
Day of Year 027 - 033
Mission Day 3730 - 3736
Earth Observing One (EO-1) - General
Scheduled 140 science Data Collection Events (DCEs) this week.  
INSTRUMENTS

All instruments operated nominally this week 
Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
Dan Mandl, Stu Frye and Steve Ungar participated in working meetings for the Namibian Flood/Disease SensorWeb Pilot 26 January – 3 February in Windhoek, Oshakati, and Katima Mulillo to review results to date and plan for new activities to enhance sensor web capabilities in Namibia over the next 6-9 months.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· The goal file on January 27 was not finished processing and delivered to the MOC in time to upload for January 27

· FOT lead came in during base closure to schedule a TDRS and upload the following files

· ATS load containing only the next pass at PF2 as S-band

· Modified goal file that begins after the PF2 pass listed above

· Goal file for January 28

· Due to the late schedule 8 images were lost

· Lost images listed below

· Uploading the DTN Test#2 code to EO-1

· Upload should be complete by February 4

· Preparing for Delay Tolerant Networking (DTN) experiment test #2

· DTN Test #2 is scheduled for the week of February 7
· Test will include DTN Test #1 as well as uploading a schedule for automated DTN contacts

· Test will also include connection form the MOC DTN node to a node in building 25 as well as a connection to a DTN node laptop at WPS

· Performed tests with PF1 in regards to sequence breaks occurring with their passes

· PF1 has corrected the issue

· Continued to monitor passes for multiple connections

· PF1 was establishing multiple connections on the telemetry and command echo ports

· Through testing with PF1 determined that their backup machine was connecting to the MOC as well as their primary

Mission Planning

· Continued functional testing of ASIST SCP to replace legacy CMS mission planning software

· Found a problem with a couple RTSs that still display incorrect times in the report

· Working with a SCP developer to determine why the RTS time errors occurred

· Determined that it is due to flipped bits in the time code

· It appears to be the original conversion from dumped RTSs

· Developer is working on a change that will fix the flipped bits

· Also working with the developer to find be able to change just the xml output file

· As of now it is generated automatically when the RTS is created

Trending
No change from previous week.
Flight Dynamics

· Creating a scenario for expected end of fuel that shows the MLT at 9:45 and 9:30
· With current fuel tracking there will be 2 sets of maneuvers after the February maneuver

· Last maneuver is tentatively set as July 21, 2011

· MLT falls to 9:45 around September of 2013

· MLT falls to 9:30 around May of 2014

· Looking into possible shift in image centering

· The group that discovered the centering shift due to leap seconds has reported a slight shift in the centering of the images

· Determining if the shift is due to the normal rounding of second in terms of location or if it is due to something else

· Problems with USN (PF1/PF2) saying that our ephemeris file is not containing line returns at the end of each line

· Problem occurred when White Sands switched their Operating System from Windows to Mac

· Previous delivery was being sent in Binary to White Sands

· Change from Windows to Mac defaulted the transfer to ASCII

· Changed our delivery to White Sands to force the transfer in binary to their new system
System Administration
· Worked with FOT to troubleshoot an issue where PF1 could not process EO-1 IIRV files.

· Determined that PF1 started having the problem after the WOTIS server was updated to a new Operating System.

· The Flight Dynamics script responsible for sending the IIRV file to WOTIS was updated to accommodate this change (transfer changed to binary mode).

· PF1 is now able to process the file correctly. No other stations have reported issues with this change.

· The ITPS trending system’s logs show an issue with the primary telemetry hard drive.

· Original log messages state that the disk has a bad block.

· Running a chkdsk on this drive recovered multiple files and reportedly corrected bad sectors found in the drive.

· New log messages appeared a few days later that predicted a drive failure.

· Replaced the failing hard drive with a spare.

· Used Cygwin rysnc command to repopulate the data from the backup telemetry drive.

· The ASPEN computer became unresponsive over the weekend.

· The system was still powered on but there was no keyboard, mouse, monitor, or network functionality.

· After rebooting the system it has been working fine.

· Examining the system logs found no indication as to the cause of the problem.

· Current theories are that it either went into a sleep mode but couldn’t recover, which is a hardware issue, or it is an issue caused by the recent security scans.

· Will continue to research and troubleshoot this issue.

· Continued working on the new Linux FEDS computers

· Working with EO-1 Tech Engineer to configure the playback capability on the backup Linux FEDS

· Adding and configuring the primary and associate test conductor accounts.

· Adding the playback script to each home directory.

· Updating the owner and permissions on related files/directories.

· Added a rule to the EO-1 mission firewall that allows the DTN Node located at Wallops to communicate with the DTN Node in the MOC.

· Successfully tested these rules with the DTN developers.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· MGS red for planned maintenance.
Operational Discrepancies
· The 8 images lost on January 27 were at the following ground stations

· 2 images (from 00:00z to 01:25z) scheduled to be dumped at WPS at 01:25z

· 4 images schedule to be dumped at PF2 at 04:50z

· 2 images (from 05:10z to 06:40z) scheduled to be dumped at PF1 at 08:05z

· These images were lost due to late delivery of goal for January 27 to the MOC

UPCOMING EVENTS

· Next inclination maneuvers to be on February 15 and 17 and will be 600 sec in duration
· DTN test to be between February 7 and 11
Imagery Status

Scenes and Engineering Cals planned for week of January 27, 2011-February 2, 2011     140
Total scenes and engineering calibrations planned for entire mission – approximately 58,440
Total Scenes:  ALI scenes in the Level 0 archive              53,804                (as of February 2, 2011)

                         Hyperion scenes in the Level 0 archive    53,551               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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