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EO-1 Weekly Status Week of January 20–January 26, 2011
Day of Year 020 - 026
Mission Day 3723 - 3729
Earth Observing One (EO-1) - General
Scheduled 143 science Data Collection Events (DCEs) this week.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI Type II internal calibration on January 24 at 00:00z

· Performed lunar calibration

· Conducted all-instrument nominal lunar calibration on January 20 during the 09:45z umbra.

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
On Thursday, January 20, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Stu Frye, Rob Sohlberg, Pat Cappelaere, Vuong Ly, Justin Rice, and Joe Young.

Notes from this teleconference are as follows:
1. Atmospheric Correction using ATREM is being run on all Hyperion scenes.
2. The MIT cloud detection algorithm is running on-board only for Hyperion scenes.
3. ATREM and FLAASH AC codes can be run for Hyperion data from a website (eo1.geobliki.com).
4. Don Sullivan is to send UAS data to Rob Sohlberg.
5. Rob has sent specs for the WEKA algorithm to Justin Rice

6. Stu Frye reported on the Caribbean Disaster Pilot effort
7. Pat Cappelaere reported that NRL has an activity to determine near shore water depth from hyperspectral data using two different codes.
On Tuesday, January 25, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Fred Huemmrich, Steve Ungar, David Landis, Nathan Pollack, Qingyuan Zhang, Yen-Ben Cheng, Larry Corp, Robert Knox, Hank Margolis, Dan Mandl, Stu Frye, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1. In preparing for the 2011 Senior Review (SR), the following discussions occurred:
· Betsy Middleton reviewed comments from the 2009 SR
· Prepare letters of support (fan mail) table 

· Show what we have done the past two years to improve data requests tasking

· Update End of Mission Plan particularly with respect to fuel usage

· Update 2009 SR reference list
· Send email to persons that sent letters of support asking permission to reference the letters in the SR proposal
· By February 28 have final SR proposal

2. Send Betsy list of tabs on EO-1 website home page
3. EO-1 can be used to simulate the German EnMAP hyperspectral instrument data .
4. Steve Ungar and Stu Frye discussed Hyperion lunar calibration.
5. Delay Tolerant Network test to recommence next week.
6. Saint Martin imaging is to be used to support jet ski bathymetry testing.
7. Next SR related meetings to be February 4 and 15.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Performed tests with PF1 in regards to sequence breaks occurring with their passes

· PF1 was establishing multiple connections on the telemetry and command echo ports

· Through testing with PF1 determined that their backup machine was connecting to the MOC as well as their primary

· PF1 has corrected the issue

· Dumping some RTSs to perform verifications on ASIST SCP listed below

· Conducted some TDRS contacts to fill the larger gaps between GN supports

· Uploading the DTN Test#2 code to EO-1

· Preparing for Delay Tolerant Networking (DTN) experiment test #2

· Determining if DTN Test #2 can be performed the week of January 31

· Determining if enough time remain to uplink all of the code to EO-1

· If the test needs to be postponed, the test will occur week of February 7
· Test will include DTN Test #1 as well as uploading a schedule for automated DTN contacts

· Test will also include connection from the MOC DTN node to a node in building 25

Mission Planning

· Continued functional testing of ASIST SCP to replace legacy CMS mission planning software

· Now running both ASPEN and MOPSS UDAPS through SCP to verify future and present functionality

· Found a problem with a couple RTSs that still display incorrect times in the report

· The RTSs in question have been adjusted and now display what the hex value of the command performs

· Dumping additional RTSs from onboard EO-1 to verify is they are correct in SCP

Flight Dynamics 

· Creating a scenario for expected end of fuel that will push our MLT later past 10:00 to check if that will give additional time before the fall of MLT earlier than 9:45 and extend imaging

· Adding charts for 9:30 MLT as well

· Problems with USN (PF1/PF2) in reporting that our ephemeris file is not containing line returns at the end of each line

· Tracking down where the problem is occurring

· Ephemeris leaves EO-1 with line returns intact in the correct format

· We believe that the file is being sent to USN in a format that does not contain line returns (ASCII vs. binary)

· File is being sent from outside entity and USN has contacted them to fix the problem

Trending
No change from previous week.
System Administration
· FOT reported that the MOPSS mission planning application had crashed multiple times.

· The error message reported was “memory fault (coredump)”. The coredump was caused by the edit_schedule portion of the MOPSS application.

· No further information on this error was given in the system logs.

· After rebooting the system and restarting MOPSS multiple times the issue is no longer present. Multiple daily loads have been created on this system since then.

· The issue was most likely caused by an application memory error or flawed input data to MOPSS. Either way it appears that the system/application reboots have cleared this issue.

· Supported the IONet team’s All Highs Scan of the EO-1 systems.

· High vulnerabilities were found on the legacy systems.

· No new vulnerabilities were discovered since the last scan.

· Currently working to replace/upgrade these systems.

· Issues believed to be related to the scan

· The legacy mission planning system was unable to connect to the Oracle database. The Oracle listener application had to be restarted.

· The ASIST GUIs on the backup workstation were hung after the scan.

· Closing ASIST, running the cleanup script, and restarting ASIST corrected this issue.

· Continued ClamAV testing/installation

· Installed and configured ClamAV on one of the backup ASPEN computers.

· Created the necessary logfiles and configured these logs to rotate with the rest of the system logs.

· Manually ran multiple scans and definition updates on the system.

· Configured automated definition updates daily via the crontab.

· Will continue testing on this system before deploying to others.

· Firewall rules

· Received notification that the firewall rule to allow the DTN node in the EO-1 MOC to communicate with the node in the Building 25 lab was completed.

· Updated the firewall rule that allows our data processing computer to send science data to the customers (OGRS request #11-0012).

· Added a connection from the DPS system to the new EDC backup server.

· Assisted the FOT in troubleshooting an issue with the PF1 ground station making multiple connections to the EO-1 Front End Data System.

· Updated the /etc/hosts file on the two new Linux FEDS computers with all of the hostnames/IP addresses of the ground stations.

· Applied the Windows updates for January to the CNE computers.

· Applied the following updates to the Open IONet computers.

· January Windows updates

· Adobe Reader 9.4.1

· Java 1.6.0_23

· Firefox 3.6.13

· Completed and returned the Backup Data Collection Spreadsheet to the security team.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· MGS red for planned maintenance.
Operational Discrepancies
· PF1 has been having intermittent connectivity problems

· PF1 pass on January 23 at 04:35z was unable to lock on X-band telemetry until 2 minutes left in the pass

· Lost 2 images
· PF1 pass on January 24 at 22:47z had the X-band tagged for January 34 at 22:54z for start of reception

· Lost 4 images

UPCOMING EVENTS

· Next inclination maneuvers to be on February 15 and 17 and will be 600 sec in duration
Imagery Status

Scenes and Engineering Cals planned for week of January 20, 2011-January 26, 2011     143
Total scenes and engineering calibrations planned for entire mission – approximately 58,300
Total Scenes:  ALI scenes in the Level 0 archive              53,649                (as of January 26, 2011)

                         Hyperion scenes in the Level 0 archive    53,397               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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