DRAFT_2
EO-1 Weekly Status Week of January 13–January 19, 2011
Day of Year 013 - 019
Mission Day 3716 - 3722
Earth Observing One (EO-1) - General
Scheduled 131 science Data Collection Events (DCEs) this week.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on January 18 at 17:29z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on January 17 from 00:25z to 15:15z

· Conducted ALI outgassing on January 17 from 00:35z to 15:25z
Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
On Thursday, January 13, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, Pat Cappelaere, Stu Frye, Vuong Ly, Matt Handy, Justin Rice, and Joe Young.

Notes from this teleconference are as follows:

1. Charts developed by Justin Rice and Pat Cappelaere showed the WCPS process flow were reviewed by the team.  The plan is to implement a WCPS on the HyspIRI flight testbed, on a UAS testbed at Ames Research Center, and the University of Illinois at Chicago cloud computing facility.  The purpose of the charts is to define three demo packages that show various aspects of WCPS capabilities.  The 1st demo is to show the capability of WCPS to execute validated algorithms on SpaceCube.  In a similar way, the 2nd demo will show WCPS capability to deliver and execute validated algorithms on the UAS testbed at Ames.  The 3rd demo will show how an algorithm specifically developed in WEKA syntax can be translated through a WCPS client into an executable that would run under WCPS runtime engines on a cloud computing platform.
2. Pat Cappelaere asked Rob Sohlberg is to wait for the new WCPS interface due mid February before proceeding with his WEKA activity.  
3. First implementation of the developmental algorithm WCPS should occur on the Joyent computing platform and then be moved to either the University of Illinois or NASA cloud platforms for on demand access.
4. The team needs to consider whether we are to continue running on an obsolete Ruby on Rails version 1.4 that we are currently on versus moving to version 1.9 which is the currently supported version.
5. There is a need for OpenID to be implemented on accessing WCPS.
6. Rob reported there is a 2010 A.40 UAS ROSES call due in two months that offers an opportunity to collaborate with Ames on the UAS proposal response.
There was a meeting on Friday, January 14, in Bldg 3 with ??? to discuss the MAESTRO processor ????
On Wednesday, January 19, there was a telecon with Don Sullivan from Ames Research Center to discuss putting WCPS on the UAS testbed at Ames and ultimately on the Ikhana UAS.  GSFC participants were Dan Mandl, Stu Frye, and Pat Cappelaere.  Key items discussed and decisions reached are as follows:

1. Don Sullivan will provide a few sample data sets from previous UAS flights.
2. Don will work with Pat Cappelaere on processing these UAS data sets from their raw form to a Level 1G GeoTIFF format needed by WCPS.

3. This processing will not provide corrected and validated radiance values for all 18 bands of the Ames instrument.

4. Pat will demonstrate the execution of WCPS algorithm using the same data sets on the Joynet platform.

5. Don will implement WCPS on the UAS testbed and run the same algorithm on the same sample data and compare with Pat’s runs.  The demo will be considered successful when results are identical.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· No change from previous week
Mission Planning

· Mission planning for the day 020 Lunar calibration completed

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· The script that ingests the SEO file that contains the S- and X-band confirmed contacts, creates backup S-band only passes, create nominal S- and X-band passes, and create the daily file needed in X-band data processing is tested and works with both ASPEN, CMS, and the data processing

· Created a day that contained both S-band only and S- and X-band passes for PF1, PF2, WGS, SGS, and an S-band only for MGS

· Test comparison finds only the expected 30 second differences

· Planning to run the UDAPs (both MOPSS and ASPEN) through SCP

· On hold until SCP display problem is fixed

· Running ASPEN in conjunction with some normal daily backups from MOPSS

· Found only the expected differences

· Running the backup UDAPs through SCP as well

· On hold until SCP display problem is fixed

· Planning to run ASPEN on the Lunar calibration for day January 20

· Planning on running the UDAP through SCP and CMS

· Continued functional testing of ASIST SCP to replace legacy CMS mission planning software

· Now running both ASPEN and MOPSS UDAPS through SCP to verify future and present functionality

· Found a problem with a couple RTSs that still display incorrect times in the report

· The hex command output is still correct, it just displays an incorrect time in the xml output

Flight Dynamics 

· Flight dynamics activities for the day January 20 lunar calibration completed

· Problem with WGS tracking data discovered

· WGS corrected the problem with tracking data

· Tracking data sent to Statler2 is being processed correctly

· Continuing to monitor WGS tracking data

Trending
No change from previous week.
System Administration
· Continued testing of the ClamAV Anti-Virus software that is to be installed on all EO-1 Linux computers.

· Researched and tested various command line options for the clamscan executable to optimize the scanning.

· Created a script that can be run via cronjob to scan the system and log its results.

· Worked with FOT to add Stored Command Processor (SCP) functionality between the legacy mission planning computer and the ASIST SCP workstation.

· Configured certificate based SSH from the mission planning computer to the ASIST workstation.

· Edited the “ftpactivityplan” script on the mission planning computer to secure copy the mission planning output files to the ASIST computer.

· Received notification of another Open IONet firewall policy change. The new policy will deny all outbound traffic on ports 43, 110, 143, 993, and 995 by default.

· Added rules to the EO-1 mission firewall to log all outbound traffic on these ports.

· If any of these ports are necessary for EO-1 operations then Open IONet firewall rule requests will have to be submitted.

· Worked with EO-1 Tech Engineer and Wallops personnel to test one of the new Linux based FEDS computers.

· Initially Wallops was unable to connect to the FEDS on the telemetry channel.

· Added the hostname and IP address of the Wallops computer to the hosts table to correct this issue.

· Successfully preformed command echo and telemetry tests.

· DTN connectivity test between Bldg 25 and the MOC continued.

· Received word that the DTN firewall rule (OGRS #11-0002) was completed by the IONet firewall team.

· Supported another connectivity test with the DTN developers.

· Communication from Bldg 25 DTN node to the MOC’s node was successful.

· Communication from the MOC’s DTN node to the Bldg 25 node failed.

· It was determined that no firewall rules were present to allow the MOC computer to communicate with the Bldg 25 computer.

· The DTN developers are submitting a request to have this rule created.

· Performed the initial configuration of the new Honeywell VPN service on all EO-1 CNE computers.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· MGS red for planned maintenance.
Operational Discrepancies
· None
UPCOMING EVENTS

· Next Lunar calibration to be on January 20 and will be a nominal only calibration

· DTN testing will resume week of January 24
· Next inclination maneuvers to be in mid February and will be approximately 600 sec in duration
Imagery Status

Scenes and Engineering Cals planned for week of January 13, 2011-January 19, 2011     131
Total scenes and engineering calibrations planned for entire mission – approximately 58,157
Total Scenes:  ALI scenes in the Level 0 archive              53,507                (as of January 19, 2011)

                         Hyperion scenes in the Level 0 archive    53,256               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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