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EO-1 Weekly Status Week of February 3–February 9, 2011
Day of Year 034 - 040
Mission Day 3737 - 3743
Earth Observing One (EO-1) - General
Scheduled 67 science Data Collection Events (DCEs) this week.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI internal calibration Type I on February 7 at 01:29z
· Performed instrument decontamination cycles

· Conducted Hyperion deicing on February 5 from 00:30z to 15:20z

· Conducted ALI outgassing on February 5 from 00:40z to 15:30z
Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
On Thursday, February 3, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, Vuong Ly, Matt Handy, Justin Rice, and Joe Young.

Notes from this teleconference are as follows:

1. Justin Rice reviewed his generation of the WEKA/WCPS Translator software and the team stated that it looks good.

2. What is needed now is a user interface to the Translator.

3. Pat Cappelaere is working to complete the WCPS C++ code.

4. Matt Handy is continuing to work on the Flood Dashboard and Dan Mandl gave him new requirements.

5. Dan is to send the team an outline for the charts to be presented at the upcoming ESTO/AIST Annual status report meeting.
6. Vuong Ly reported that ALI and Hyperion Level 0, Level 1R and Level 1G are now being put on the Cloud server.

7. Vuong also reported that Hyperion Level 1R data are being atmospheric corrected by ATREM and FLAASH and ALI Level 1R data is being atmospheric corrected by FLAASH.
On Tuesday, February 8, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Fred Huemmrich, Steve Ungar, David Landis, Qingyuan Zhang, Yen-Ben Cheng, Robert Knox, Dan Mandl, Stu Frye, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1. The entire meeting was a discussion of events to prepare for the Senior Review proposal.
2. Red Team meeting on March 1.

3. Betsy Middleton is to be given all possible inputs for the proposal by February 14.

4. Next Senior Review meeting is February 18.

5. Proposal is required to be submitted to HQ by COB March 4.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Discovered an issue with the ALI instrument not turning on when planned and the Hyperion turning on late during an S-band pass

· Image taken during an S-band pass on February 4 at 15:13z did not record on ALI and started 9 seconds late for Hyperion

· Tracked down that the problem occurred when automation called for EO-1 to zip a file from CASPER

· The priority for zipping a file is higher than for taking an image

· This can only occur if the normally 9 second image is taken during the time of the <30 second zipping of the file that occurs during an S-band pass

· Extremely rare occurrence

· Working with JPL on addressing this issue

· Upload completed for the DTN Test#2 code to EO-1

· Performing Delay Tolerant Networking (DTN) experiment test #2

· Completed DTN Test #1 (Phase 1)

· Completed part of DTN Test #2 (Phase 2)

· Uploaded contact schedule

· Loaded contact schedule and DTN ran automated in a pass

· Connected from building 25 to the MOC DTN node

· Information sent from building 25, receipt given, passed to spacecraft and acknowledgement given to building 25 

· Successfully saved telemetry and replayed it once in automated DTN contact

· Test will also include connection from the MOC DTN node to a DTN node laptop at WPS (Phase 3)

· Test will include saving Power telemetry and replaying it to the MOC DTN node

Mission Planning

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· Verified on February 9 that load matches with MOPSS load

· ASPEN load will be sent to the spacecraft as the ATS load for use on February 9
· Running ASPEN in conjunction with some normal daily backups from MOPSS

· Found only the expected differences

· Running the backup UDAPs through SCP as well

· On hold until SCP display problem is fixed

Trending
No change from previous week.
Flight Dynamics

No change from previous week.
System Administration
· Continued working on the new Linux FEDS computers

· Upgraded to FEDS software version 9.5.L on one of the new FEDS systems.

· Worked with EO-1 Tech Engineer to configure the playback capability on the primary Linux FEDS

· Added and configured the primary and associate test conductor accounts.

· Added the playback script to each home directory.

· Updated the owner and permissions on related files/directories.

· Continued working on the new Linux data processing systems (DPS)

· Installed the FEDS software (required by DPS) on one of the new DPS systems.

· Configured the software for use with EO-1 mission.

· Worked with EO-1 Tech Engineer to configure the playback capability on the backup Linux DPS

· Added and configured the primary and associate test conductor accounts.

· Added the playback script to each home directory.

· Updated the owner and permissions on related files/directories.

· Continued ClamAV installations (POAM #26)

· Installed and configured ClamAV on two additional computers.

· Verified successful daily definition updates via the freshclam cronjob.

· Successfully tested running the clamscan_script as a cronjob.

· EO-1 MOC move

· Attended the MOC move kickoff meeting with the FOT Lead, EO-1 Manager, and Hardware Group personnel.

· Researched various firewall and network switch options and sent a pricing estimate to the EO-1 manager.

· Added the “clock” user to one of the backup ASIST workstations.

· Used the most recent backup from the primary ASIST to populate the data.

· Submitted a rule request to the Open IONet firewall to allow the Linux FEDS and DPS systems to have access to the ASIST/FEDS source code server (OGRS #11-0138).

· Researched the recent security bulletin regarding critical vulnerabilities discovered in Oracle products.

· These vulnerabilities were related to versions 10g and 11g. We are currently running version 7.3.3 which was not listed in the bulletin.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· MGS red for planned maintenance.
Operational Discrepancies
· ALI instrument not turned on during an S-band pass on February 4 at 15:13z.  Working with JPL on addressing this issue 
UPCOMING EVENTS

· Next inclination maneuvers to be on February 15 and 17 and will be 600 sec in duration
· DTN test to be between February 7 and 11

Imagery Status

Scenes and Engineering Cals planned for week of February 3, 2011-February 9, 2011      67 
Total scenes and engineering calibrations planned for entire mission – approximately 58,507
Total Scenes:  ALI scenes in the Level 0 archive              53,863                (as of February 9, 2011)

                         Hyperion scenes in the Level 0 archive    53,610               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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