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EO-1 Weekly Status Week of February 24–March 2, 2011
Day of Year 055 - 061
Mission Day 3758 - 3764
Earth Observing One (EO-1) - General
Scheduled 140 science Data Collection Events (DCEs) this week.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument decontamination cycles

· Conducted Hyperion deicing on February 28 from 00:25z to 15:15z

· Conducted ALI outgassing on February 28 from 00:35z to 15:25z

· Performed Instrument calibration

· Solar Array Characterization on February 28 at 10:35:45z
· Conducted Hyperion solar calibration on March 1 at 19:27:35z
Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
On Thursday, February 24, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Pat Cappelaere, Rob Sohlberg, Vuong Ly, Justin Rice, Matt Handy, and Joe Young.

Notes from this teleconference are as follows:

1. Reviewed slides for the ESTO/AIST SensorWeb 3G Second Annual Review
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· On February 24 contact was made with the EO-1 System Administrator to clean any pending tasks on the back-up ASIST machine (SPEEDWHEEL) and add more RAM to the machine

· On next reboot of the Primary ASIST machine (CROSSBOW) the SA will increase its ram as well

· Looking into the commands / procedures that need to be set up to perform single thruster firing maneuver test to determine if the ACS anomaly during the maneuver was due to a single thruster no longer firing.

· Setting up engineering passes with MGS and SG-1 to test ground stations after maintenance

· Also having the MGS test supports shadowed by TrollSat

Mission Planning

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· Verified day 040 and 041 loads match with MOPSS load

· ASPEN loads will be sent to the spacecraft as the ATS load for use on day 040 and 041

· ASPEN loads executed onboard nominally

· Running ASPEN in conjunction with some normal daily backups from MOPSS

· Running the backup UDAPs through SCP as well

· On hold until SCP display problem is fixed

· Working with JPL on Lunar calibrations changes that need to occur in ASPEN

Trending
No change from previous week.
Flight Dynamics
· Created a scenario for expected end of fuel that shows the MLT at 9:45 and 9:30 if there are no more maneuvers performed
· MLT falls to 9:45 around the end of January 2013

· MLT falls to 9:30 around the middle of November 2013

· Looking into what the effect of short (30-60sec) maneuvers would have on the MLT

System Administration
· Increased the amount of RAM in the backup ASIST computer that had a virtual memory issue last week.

· Continued ClamAV installations (POAM #26)

· Installed, configured, and tested ClamAV on two additional computers.

· Firewall rules

· Received word that the IONet firewall team implemented the following rules

· OGRS #11-0138 – Updated to allow additional EO-1 computers to have access to the ASIST/FEDS source code server.

· OGRS #06-0068 – Updated to allow EDOS to deliver spacecraft data to the Linux Data Processing Systems.

· Added rules to the EO-1 mission firewall to allow EDOS to deliver spacecraft data to the Linux Data Processing Systems

· Continued periodic computer reboots. This process includes performing file system/disk checks during the reboot.

· Completed reboot of the operational backup string

· The final 3 backup computers were rebooted.

· Began reboot of the operational primary string

· One primary computer has been rebooted so far.

· Received notification that the SNAS software is being upgraded on March 7.

· Installed the new version of SNAS on the two Flight Dynamics computers.

· Installed both Version 10.2 and Version 10.2 Candidate 5.

· The NAM stated that version 10.2 should be installed, but during testing a warning window appeared saying that the test server was running Version 10.2 Candidate 5.

· Both versions will be tested again when the primary SNAS switch occurs and the incorrect version will be uninstalled from our machines.

· Removed all old versions of SNAS from the Flight Dynamics computers. Only the current and new versions remain.

· Updated the backup scripts for the Linux Data Processing Systems.

· Removed the /mission directory from the backup due to its size. This directory contains mission data that is backed up during a different process and is not needed to recover computer functionality.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· MGS red for planned maintenance (test passes beginning).
Operational Discrepancies
· None to report at this time.
UPCOMING EVENTS

· Inclination maneuvers on hold until further notice

· Next lunar calibration in mid-March

Imagery Status

Scenes and Engineering Cals planned for week of February 24, 2011-March 2, 2011      140 
Total scenes and engineering calibrations planned for entire mission – approximately 58,792
Total Scenes:  ALI scenes in the Level 0 archive              54,117                (as of March 2, 2011)

                         Hyperion scenes in the Level 0 archive    53,864               
PUBLICATIONS AND PRESENTATIONS STATUS 
430 publications 

295 presentations

53 articles and press releases
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